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Abstract—Vector databases are increasingly used to manage
unstructured data by mapping them into high-dimensional em-
beddings and enabling efficient similarity retrieval. Many real-
world applications, such as legal document retrieval and medical
question answering, require embedding-based retrieval in feder-
ated environments where data are distributed across autonomous
silos. We formulate this setting as Federated Approximate Nearest
Neighbor Search (FANNS), where a server issues a query along
with a query embedding model, aiming to retrieve the top-k
nearest objects from datasets across all silos. A key challenge in
FANNS is embedding heterogeneity, where silos and the server
employ different embedding models, a problem overlooked in
prior research. To address this challenge, we exploit the non-
IID nature of federated data and propose two novel adaptive
algorithms for FANNS queries. The first is a competition-based
method that dynamically adjusts retrieval sizes across silos,
though it can be sensitive to misleading candidates. The second is
a contribution-based method that samples promising silos based
on their accumulated contributions, and we provide theoretical
guarantees on its latency reduction. Evaluations on four datasets
show that our method achieves over 90% retrieval accuracy and
2.3× to 6.2× speedups over existing solutions.

I. INTRODUCTION

Vector databases have become indispensable for managing
unstructured data such as images, text, and audio. They
store and index high-dimensional embeddings of raw objects,
enabling effective and efficient semantic search through Ap-
proximate Nearest Neighbor Search (ANNS) [1], [2]. Given a
query object, the system first maps it into a vector using an
embedding model and then retrieves its nearest neighbors in the
database. This embedding-based retrieval paradigm underpins
a wide range of applications including image search [3] and
retrieval-augmented generation (RAG) [4].

While traditional deployments assume a centralized
database, real-world applications are often federated [5], [6].
Relevant data are distributed across autonomous silos, e.g.,
hospitals or law firms, each operating its own task-tailored vec-
tor database [7], [8]. To retrieve information scattered across
silos, the common workflow sends a user’s query to a central
server, which dispatches it to participating silos and aggregates
the returned results [9]–[12]. However, such federated retrieval
introduces new challenges in realistic deployments.

Example 1 (Federated Legal Document Retrieval): A law
firm preparing a case must consult legal precedents stored

across multiple specialized databases (i.e., data silos). Each
database may manage its own vector data for semantic
retrieval, using an independently chosen embedding model
tailored to its content characteristics or resources constraints
[8]. Meanwhile, the law firm embeds queries using a custom
model trained for its internal case-preparation workflows [13],
[14]. The objective is to retrieve documents nearest to the
query under the query’s embedding space across all silos.

This example highlights a key problem: embedding het-
erogeneity. Retrieval systems increasingly utilize specialized
embedding models, such as ResNet [15], ViT [16], BERT [17],
Longformer [18], and their fine-tuned variants. As a result,
both query users and data silos may independently select dis-
tinct models to generate their embeddings. Directly comparing
these vectors across different embedding spaces is meaning-
less. Effective retrieval requires re-embedding database objects
under the query model, incurring long latency at query time.

In this paper, we formalize this emerging setting as Feder-
ated Approximate Nearest Neighbor Search (FANNS). Given
a query object q and its associated query embedding model
Mq , a central server aims to retrieve the top-k nearest objects
to q from n silos, where each silo Si stores vectors generated
by its own embedding model Mi. The goal is to achieve high
retrieval accuracy and low query latency in the presence of
embedding heterogeneity. Prior research on ANNS [1], [19]–
[21] assumes that query and database vectors reside in same
embedding space. Recent studies on federated ANNS [22]–
[24] maintain the same assumption, leaving federated retrieval
under embedding heterogeneity unaddressed.

Through empirical observations, we identify two challenges
posed by embedding heterogeneity. (i) Re-embedding over-
head. Since database vectors are not directly comparable to the
query vector, and the query embedding model is often known
only at query time, each candidate must be re-embedded using
Mq before distance computation, making re-embedding an ef-
ficiency bottleneck. (ii) Candidate explosion. Because nearest
neighbors vary across the query and silo-specific embedding
spaces, uniform silo probing returns numerous irrelevant can-
didates, increasing re-embedding cost and latency.

Addressing these challenges requires adaptive exploration
of silos. We observe that, due to the non-IID nature of
federated data [25], [26], relevant objects for a query often
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concentrate within a few silos. Leveraging this insight, we
design two adaptive query processing algorithms for FANNS.

• Competition-based FANNS, which iteratively retrieves
candidates from the current best-performing silo. How-
ever, it may be misled by bad candidates, i.e., objects
that appear close to the query under local embeddings
but are distant under the query embedding.

• Contribution-based FANNS, which maintains the cumula-
tive contributions of silos for adaptive silo sampling. We
further mitigate low-quality candidates via explicit server
feedback and adaptive silo exploration.

Finally, we provide a theoretical analysis on the expected
number of re-embedding operations for each strategy and
quantify the advantages of contribution-based FANNS.

Our contributions are summarized as follows.
• We introduce FANNS, federated approximate nearest

neighbor search under embedding heterogeneity, a new
problem motivated by real-world applications such as
cross-silo person re-identification and RAG.

• We design two adaptive strategies, competition-based
and contribution-based FANNS, and provide theoretical
guarantees on their re-embedding costs.

• Extensive experiments show that our solution yields a
recall rate of over 90% across four datasets, and improves
the query efficiency by 2.3× to 6.2× over the baselines.

II. PROBLEM STATEMENT

We start with preliminaries on vector databases and nearest
neighbor search, followed by a formal definition of fed-
erated approximate nearest neighbor search (FANNS). We
then present a naive baseline solution, empirically analyze
its performance, and discuss the challenges and opportunities
introduced by embedding heterogeneity.

A. Preliminaries

Vector Database. A vector database manages high-
dimensional vector embeddings that capture the semantic fea-
tures of unstructured data such as images, text, or audio. These
embeddings are generated by embedding models, typically
deep neural networks like ResNet [15] or BERT [17].

Definition 1 (Vector Database): Given a set of unstructured
data objects D = {o1, o2, . . . , o|D|}, an embedding model
M maps each object o ∈ D to a high-dimensional vector
M(o). The original object set D and the resulting embedded
vector set M(D) = {M(o1),M(o2), . . . ,M(o|D|)} is stored
and managed by the vector database.
Nearest Neighbor Search. Nearest neighbor search is a core
operation in vector databases, enabling the retrieval of objects
that are most similar to a given query in the embedding
space. We first define exact k-nearest neighbor (kNN) search,
followed by approximate nearest neighbor search (ANNS),
which is widely adopted in modern vector databases [27], [28].

Definition 2 ((Exact) k Nearest Neighbor (kNN)): Given
a query object q and a vector database {M,M(D)}, the
(exact) k nearest neighbor retrieves a subset r∗ ⊆ M(D)

of vectors closest to the embedded query vector M(q). For-
mally, r∗ satisfies |r∗| = k and ∀u ∈ r∗,∀v ∈ D \ r∗,
dis(M(q),M(u)) ≤ dis(M(q),M(v)), where dis(·, ·) de-
notes the distance function between two vectors, with Cosine
distance and Euclidean distance being the common choices.

In large-scale vector databases, ANNS is often used instead
of exact kNN to improve efficiency [1]. The accuracy of
ANNS is evaluated using the recall rate, defined as |r∩r∗|

k ,
where r is the retrieved result, while r∗ is the ground truth
for the query. A higher recall indicates higher accuracy.
Vector Indexes. Efficient ANNS relies on indexing methods
optimized for high-dimensional data [1]. Commonly used
indexes include IVFPQ [19] and HNSW [20]. In practical,
these indexes typically achieve high recall rates by searching
only a subset of the vectors in the database [27], [28].

The above discussion assumes a centralized database. We
consider a federated setting where unstructured data and
their embeddings are distributed across multiple data silos, as
defined below.

B. Problem Definition

Federated Approximate Nearest Neighbor Search. We
consider a federation F comprising n data silos, denoted as
S1, S2, . . . , Sn. Each silo autonomously maintains a vector
database over the same modality (e.g., images, text, or video),
which are generated using silo-specific embedding models.

Definition 3 (Data Silo): Each data silo Si holds a lo-
cal dataset Di = {o1i , o2i , . . . , o

|Di|
i } and operates a vector

database {Mi,Mi(Di)}, where Mi is a silo-specific em-
bedding model that maps each object o ∈ Di to a high-
dimensional vector Mi(o). The embedded vectors are denoted
as Mi(Di) = {Mi(o

1
i ),Mi(o

1
i ), . . . ,Mi(o

|Di|
i )}. Each silo

also builds a local vector index Idxi over Mi(Di) to support
efficient ANNS within Mi(Di).

At query time, a centralized server issues a query object
q along with a query embedding model Mq . Model Mq is
selected by the owner of the application and is optimized for
the retrieval or serving tasks to accommodate the personalized
requirements of the end user [13], [14], and may differ from
all silo-specific models Mi.

Definition 4 (Federated Approximate Nearest Neighbor
Search (FANNS)): Given a query object q and a query embed-
ding model Mq , FANNS(q,Mq, k) retrieves k objects from
D = D1 ∪ D2 ∪ · · · ∪ Dn that are nearest to q in the
embedding space of Mq . Formally, the ground truth of a
FANNS query r∗ satisfies: |r∗| = k, and ∀u ∈ r∗, v ∈ D \ r∗,
dis(Mq(q),Mq(u)) ≤ dis(Mq(q),Mq(v)), where Mq(o) is
the embedding of object o using model Mq .

For simplicity, we define disx(o, o
′) = dis(Mx(o),Mx(o

′))
as the distance between object o and o′ in the embedding
space of model Mx. Then the condition of FANNS simplifies
to ∀u ∈ r∗, v ∈ D \ r∗, disq(q, u) ≤ disq(q, v).
Embedding Heterogeneity. As shown in Fig. 1, a key char-
acteristic of FANNS is embedding heterogeneity, where each
silo uses a unique embedding model Mi, while the query is
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Fig. 1: Federated approximate nearest neighbor search.

evaluated using a different model Mq . Because embedding
models are optimized for different downstream tasks, the same
object can have different representations across embedding
models. Consequently, similarity rankings based on Mi can
deviate from those under Mq , degrading the query accuracy if
a limited number of objects is retrieved from each silo.

While one might consider sending Mq to each silo for
query-time embedding, this is often impractical. Since Mq

is unknown in advance, distributing the query model (often
hundreds of megabytes or even gigabytes in size) to all silos
at runtime would incur substantial communication overhead.
Moreover, silos would be required to re-embed their local
datasets on the fly, leading to significant computational cost.

TABLE I: Example of FANNS over 3 data silos.

S1 o11 o21 o31 o41 o51 o61 o71 o81 o91

dis1(q, ·) 1.4 1.8 2.1 2.2 3.4 3.8 3.9 4.2 4.3

disq(q, ·) 5.2 2.3 4.7 6.0 5.1 3.4 4.9 6.8 4.1

S2 o12 o22 o32 o42 o52 o62 o72 o82 o92

dis2(q, ·) 1.8 2.4 2.5 2.7 3.3 3.8 3.9 4.1 4.5

disq(q, ·) 2.7 5.8 4.3 4.5 3.3 4.7 4.4 5.9 4.2

S3 o13 o23 o33 o43 o53 o63 o73 o83 o93

dis3(q, ·) 2.8 2.9 3.2 3.7 3.8 4.4 5.7 6.2 7.7

disq(q, ·) 5.0 5.1 3.7 4.4 6.2 4.6 6.7 7.2 6.9

Example 2: Consider a FANNS query over three data silos
(S1, S2, and S3) to retrieve the top k = 3 objects closest
to a query q using model Mq . Table I shows distances from
q to objects under both the local embedding models Mi and
the query model Mq . Each silo ranks objects using disi(q, ·),
which only involves embedding q by Mi and performing local
ANNS on the pre-stored embeddings under Mi. However,
computing disq(q, ·) requires re-embedding all objects with
Mq at each silo, which is infeasible during query processing.

Due to embedding heterogeneity, object rankings differ
across embedding spaces. For example, S1 returns o11, o

2
1, o

3
1

as top results to q under M1, but under Mq , the closest in

S1 are actually o21, o
6
1, o

9
1. Ultimately, the result for query

FANNS(q,Mq, 3) are {o21, o12, o52}.
Objectives. We aim to optimize the performance of FANNS
queries using the following metrics:

• Accuracy: Maximize the recall rate, defined as |r∗∩r|
k ,

where r is the retrieved results and r∗ is the true top-k
nearest neighbors under Mq .

• Latency: Minimize query processing time, measured as
the average number of queries processed per second.

• Communication Cost: Minimize the number of data
objects transferred from silos to the server, reducing
bandwidth usage and privacy risk.

C. Challenges and Opportunities

Embedding heterogeneity poses new challenges to accurate
and efficient FANNS. We first present a baseline, empirically
illustrate its limitations, and then highlight opportunities for
improvement.
Uniform Selection Strategy for FANNS. A naive approach is
to uniformly retrieve candidate objects from all silos. Specifi-
cally, given a query q, the server retrieves γk objects (γ ≥ 1)
evenly from n silos, i.e., each silo returns the top-γkn objects
closest to q based on disi(q, ·). These candidates are sent to
the server, re-embedded under Mq , and re-ranked to select the
final top-k results. The expansion factor γ controls the search
scope: a larger γ implies a larger search scope and typically
results in higher accuracy.

Algorithm 1 shows the detailed procedure. Assume each
data silo Si embeds its local dataset Di using its own embed-
ding model Mi and builds a vector index (e.g., HNSW [20])
over the resulting embeddings, as described in Definition 3. At
query time, the server disseminates the query object q to all
silos (line 1). Each silo independently retrieves its local top-γkn
candidates based on disi(q, ·) using pre-computed embeddings
(lines 2-4). The γk objects returned by silos are re-embedded
at the server using the query model Mq (lines 5-6). Finally, the
server identifies the top-k nearest neighbors based on disq(q, ·)
(lines 7-8).

Algorithm 1: Uniform Selection FANNS
Input: data federation F = {S1, S2, ..., Sn},

query object q, query model Mq , result size k,
search scope γ

Output: top-k nearest objects to q under Mq

1 Server send object q to all the data silos;
2 foreach i← 1 to n do
3 Silo Si embed q with model Mi; // Silo Embed
4 Silo Si search the local index Idxi to select γk

n
objects nearest to Mi(q); // Silo Search

5 Silo Si sends these object to the server;

6 Server embed all the received objects (γk objects in
total) with model Mq; // Server Embed

7 r ← k objects with smallest disq(q, ·); // Server Search
8 return r
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Empirical Study. We evaluate the naive solution on the i-
Naturalist dataset [29] (see Sec. VI-A for details) with 8 data
silos. We report the recall rate under different γ and measure
the running time spent across five execution stages: silo embed,
silo search, server embed, server search, and data transfer.
Fig. 2 shows the results.

• Server embedding dominates latency. Re-embedding
candidate objects at the server using the query model Mq

accounts for up to 91.2% of the total query time.
• High recall demands a large expansion. Achieving a

modest recall rate of 70% necessitates a large expansion
factor (γ = 128), meaning the server must re-embed over
1, 000 candidate objects per query.

(a) k = 10 (b) k = 20

Fig. 2: Recall rate and breakdown of running time for uniform
selection FANNS algorithm. (The experiments are performed
on the i-Naturalist dataset [29], with ResNet-152 [15] as the
query model and HNSW [20] as the local index)

Implications. The empirical study reveals two issues.
• Costly re-embedding overhead. Re-embedding candi-

dates under Mq notably increases latency. This overhead
is unavoidable because Mq is unknown before query.

• Similarity ranking misalignment. Local ANNS based
on Mi does not align with the global similarity ranking
under Mq . Consequently, a larger set of candidates from
each silo must be returned to ensure acceptable recall
rate, resulting in substantial re-embedding and increased
query latency.

Therefore, it is crucial to reduce the number of re-embedded
candidates while maintaining high query accuracy.
Opportunities. Federated data often exhibits non-IID distri-
butions across silos [25]. For instance, in the legal document
retrieval application in Example 1, data from different silos
often specialize in distinctive legal areas or case types. Such
non-IID distributions imply that objects relevant to a query
are likely concentrated in a few data silos rather than evenly
dispersed. Consequently, uniformly retrieving equal numbers
of objects per silo is suboptimal.

To exploit this characteristic, we propose two adaptive
strategies for FANNS: a competition-based algorithm (Sec. III)
and a contribution-based algorithm (Sec. IV). The idea is to
dynamically adjust per-silo retrieval sizes to reduce server-
side re-embedding costs while preserving high recall rate.

III. COMPETITION-BASED ADAPTIVE FANNS

As discussed in Sec. II-C, a promising strategy for accurate
and efficient FANNS is to dynamically adjust candidate selec-
tion across silos, rather than using a fixed retrieval size for all
silos. We propose a competition-based adaptive method, where
silos iteratively compete by submitting their most promising
candidates. The novelty lies in a multi-round competition
mechanism that prioritizes silos providing the most relevant
objects per round, thus reducing redundant re-embedding
operations at the server.

Key Idea. The method is motivated by the intuition that silos
providing relevant objects early are more likely to contain
additional relevant objects, due to the non-uniform distribution
of semantic content across silos. Accordingly, we adopt an
adaptive competition process. Each silo proposes its top candi-
date based on its local embedding model Mi. These candidates
compete by being re-embedded at the server under the query
embedding model Mq , and the silo whose candidate is closest
(the “winner”) is asked to provide its next-best candidate.
This iterative selection gradually concentrates on silos that
consistently provide highly relevant objects, thereby improving
efficiency and recall.

Algorithm Details. Algorithm 2 outlines our competition-
based adaptive FANNS algorithm. The server begins by send-
ing the query object q to all silos. Each silo embeds q using
its local model Mi and returns the nearest object according
to its local index Idxi (lines 4-7). These initial candidates are
re-embedded using Mq and stored in a list cands. In each
round, the server selects the candidate in cands closest to
q under Mq , adds it to the result set res, and requests the
corresponding silo s to provide its next-best candidate, which
replaces the previously used candidate in cands (lines 10-14).
The process continues until γk candidates have been collected,
where γ is an expansion factor that controls search scope.

Example 3: Fig. 3 illustrates the operation of the
competition-based FANNS with three data silos, result size
k = 3, and expansion factor γ = 4. Objects with hatch
patterns are not among the k nearest neighbors of q under Mq ,
while solid-filled objects represent the true top-k results. For
simplicity, only the top k objects in the result set res (denoted
as resk) are shown. In round 1, each silo proposes its closest
local candidate to query q (o11, o

1
2, o

1
3). After re-embedding

under Mq , the server identifies o12 as the closest to q, adds
it to res, and requests silo S2 to return its next candidate
(o22). In round 2, the process repeats with o22 replacing o12 in
cands. Next, o13 is selected, and S3 provides o23. Eventually,
this iterative competition results in the final set {o21, o12, o52}.

IV. CONTRIBUTION-BASED ADAPTIVE FANNS

Although the competition-based adaptive FANNS (Sec. III)
improves efficiency by dynamically selecting candidates, it
relies solely on each silo’s current top candidate, potentially
leading to suboptimal retrieval. In particular, this method can
be misled by bad candidates, i.e., objects that appear close to
the query in local embeddings (Mi) but are distant under the
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Algorithm 2: Competition-based Adaptive FANNS
Input: data federation F = {S1, S2, ..., Sn},

query object q, query model Mq , result size k,
expansion factor γ

Output: top-k nearest objects to q under Mq

1 res← min-heap ordered by disq(q, ·);
2 cands← n-length candidate list from n silos;
3 Server sends object q to all silos;
4 foreach i← 1 to n do
5 Silo Si embeds q with model Mi;
6 Silo Si searches Idxi for the nearest object to

Mi(q);
7 Silo Si sends this object to server;

8 Server keeps received objects in cands;
9 Server embeds objects in cands using model Mq;

10 while |res| ≤ γk do
11 Select object o from cands with smallest disq(q, ·)

and record its silo s;
12 Add object o to res;
13 Silo s searches Idxi for the next nearest object o′

to Ms(q);
14 Silo s sends object o′ to server;
15 Server embeds o′ with Mq and replaces o with o′

in cands;

16 return top-k objects in res;

Fig. 3: Example of competition-based adaptive algorithm for
FANNS. The number in the upper-left corner represents the
round number. Boxes with red borders indicate data objects
selected in each round. The digits under boxes indicate the
distances from the object to the query q under model Mq’s
embedding space.

query embedding (Mq), resulting in unnecessary re-embedding
(see Lemma 1 in Sec. V).

To overcome this limitation, we propose a novel
contribution-based FANNS algorithm that adaptively selects
silos based on their cumulative contributions over previous
rounds, rather than solely on their currently proposed objects.
We first present the basic version of this method (Sec. IV-A)
and then propose multiple optimizations to enhance its effi-
ciency and effectiveness (Sec. IV-B).

A. Basic Contribution-based Algorithm

Key Idea. The contribution-based algorithm is motivated by
the hypothesis that silos providing high-quality objects in
earlier rounds are likely to have higher data density around the
query object. Therefore, we favor silos whose previous objects
have frequently appeared among the top-ranked candidates.
Concretely, we dynamically maintain and update each silo’s
sampling probability based on the cumulative contributions
to the current result set. Silos with higher contributions are
sampled more often, while others are occasionally explored.

Algorithm Details. As in Algorithm 2, the server initially
requests each silo to return its nearest object to the query q
under the silo’s local embedding model Mi (lines 1-8). These
candidates are re-embedded using the query model Mq as the
initial result set res.

In each subsequent round, the server samples a silo based on
its contribution to the current top-k results, denoted as resk.
Specifically, if silo Si has contributed ti objects to resk, its
sampling probability is set proportional to ti+θ, where θ > 0
is a smoothing factor that ensures all silos maintain a non-
zero selection probability (lines 10-14). The selected silo s
retrieves its next nearest candidate based on disi(q, ·), which
is re-embedded under Mq and added to res (lines 15-16).
This process repeats until γk objects have been retrieved, after
which the final top-k objects closest to the query under Mq

are returned.
Example 4: Fig. 4 illustrates the basic contribution-based

algorithm across three silos with k = 3, γ = 3, and smoothing
factor θ = 1. Initially, each silo contributes one object,
resulting in equal contributions to resk, and equal sampling
probabilities (33% each).

Suppose the server selects silo S3 and receives its next
candidate o23, which is added to res. After this update,
silo S3 contributes two objects to resk, silo S2 contributes
one, and silo S1 contributes none. Accordingly, the sampling
probabilities change to 17% (for S1), 33% (for S2), and 50%
(for S3). This adaptive selection continues until the algorithm
terminates at round 9, and the result is {o21, o12, o52}.

B. Optimized Contribution-based Algorithm

To further enhance the efficiency and effectiveness of the
basic contribution-based FANNS algorithm (Sec. IV-A), we
propose three optimization strategies.
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Algorithm 3: Contribution-based Adaptive FANNS
Input: data federation F = {S1, S2, ..., Sn},

query object q, query model Mq , result size k,
expansion factor γ

Output: top-k nearest objects to q under Mq

1 res← min-heap ordered by disq(q, ·);
2 Server sends query q to all silos;
3 foreach i← 1 to n do
4 Silo Si embeds q with model Mi;
5 Silo Si searches Idxi for the nearest object to

Mi(q);
6 Silo Si sends this object to server;

7 Server stores all received objects in res;
8 Server embeds all objects in res using model Mq;
9 while |res| ≤ γk do

10 foreach i← 1 to n do
11 resk ← top-k objects in res;
12 ti ← number of objects in resk from Si;
13 pi ← ti + θ;

14 Server samples silo s among the n silos with
probability proportional to pi;

15 Silo s searches its local index for the next nearest
object o to Ms(q);

16 Silo s sends object o to server;
17 Server embeds o using Mq and adds o to res;

18 return top-k objects in res;

Fig. 4: Example of contribution-based adaptive algorithm for
FANNS. The percentages under boxes indicate the probabili-
ties that data objects are sampled.

1) Reducing Communication Round via Batch Sampling:
In the basic contribution-based method (Algorithm 3), one
object is sampled per silo in each round, leading to frequent
server-silo communication. To reduce this overhead, we adopt
a batch sampling strategy (Algorithm 4) that retrieves multiple
candidate objects from the silos in each round.

Specifically, in each round, the server determines the num-
ber of objects to sample from each silo (lines 1-4). Each silo
Si is sampled multiple times according to a probability propor-
tional to its cumulative contribution pi, and its frequency of
selection in the current round is denoted as xi. The server

Algorithm 4: Batch Sampling
Input: data federation F = {S1, S2, ..., Sn},

query object q, query model Mq , result size k,
expansion factor γ, batch size b

Output: top-k nearest objects to q under Mq

// Replace lines 14-17 in Algorithm 3 with lines below
1 Initialize x1, x2, . . . , xn ← 0;
2 foreach i← 1 to b do
3 Server samples silo s among the n silos with

probability proportional to pi;
4 xs ← xs + 1;

5 foreach i← 1 to n do
6 if xi ̸= 0 then
7 Silo Si selects searches Idxi for the next xi

nearest objects to Mi(q);
8 Silo Si sends these objects to server;

9 Server embeds all received objects using model Mq

and adds them to res;

sends a request for xi candidates to each silo. Each silo
then selects and returns xi objects (lines 5-6). All returned
candidates are re-embedded at the server in parallel using
the query model Mq , thereby reducing the total number of
communication rounds and improving overall query efficiency.

2) Adaptive Exploration via Dynamic θ: In the basic algo-
rithm, each silo’s sampling probability is proportional to ti+θ,
where ti is the silo’s current contribution, and θ is a fixed
smoothing factor ensuring non-zero exploration probabilities
for all silos. However, using a fixed θ ignores the evolving
reliability of contribution estimates over time.

To adaptively balance exploration and exploitation, we
propose dynamically adjusting the smoothing factor θ. In the
early stages, only a few objects have been retrieved, and the
observed contributions ti may not accurately reflect the true
relevance of each silo. Thus, a larger θ encourages exploration
by giving all silos a more uniform chance of being sampled. As
more objects are retrieved, the contribution estimates become
more reliable, and a smaller θ helps concentrate the sampling
on the most promising silos.

We implement this optimization using a cooling schedule
in simulated annealing [30]. Specifically, the smoothing factor
at round r is defined as θ(r) = θ0τ

r, where θ0 is the initial
smoothing factor, and τ ≤ 1 is a decay coefficient controlling
the exploration-to-exploitation transition rate.

3) Improving Candidate Quality with Server Feedback:
In the basic algorithm, candidate selection relies solely on
distances in each silo’s local embedding space Mi, which may
differ from the global ranking under Mq . This misalignment
leads to the selection of lower-quality candidates.

To mitigate this, we introduce a feedback-guided candidate
selection mechanism. The server provides feedback to each
silo regarding whether its previously submitted candidate was
included in the current top-k result set (resk). Silos leverage
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Algorithm 5: Feedback-Guided Candidate Selection
Input: silo Si, query object q, required number xi

Output: xi candidate objects
1 c← object from silo Si nearest to q under Mq;
2 if c ∈ resk then
3 cands← silo Si searches the local index Idxi for

2xi objects closest to Mi(q);
4 Sort cands in ascending order according to

f(·) = disi(q, ·) + λdisi(c, ·);
5 return top xi objects in cands;

6 else
7 cands← silo Si searches the local index Idxi for

xi objects closest to Mi(q);
8 return cands;

Fig. 5: Example of feedback-guided candidate selection in S1.

this feedback to refine their candidate selections, biasing future
selections toward objects similar to successful past candidates.

Algorithm 5 outlines this process. Let c be the feedback
object from silo Si, i.e., the previously submitted object from
Si with the smallest disq(q, ·). If c is included in resk, then
Si evaluates its next 2xi local candidates using a composite
scoring function f(·) = disi(q, ·) + λ · disi(c, ·), where λ is
a tunable parameter that balances the impact of the original
query and the feedback object. The top-xi objects with the
lowest scores are then returned to the server. Since all em-
beddings are pre-computed locally under Mi, this procedure
incurs negligible additional overhead. The feedback-guided
selection strategy is integrated in the candidate selection for
the contribution-based adaptive FANNS algorithm (line 15 in
Algorithm 3 and line 7 in Algorithm 4).

Example 5: Fig. 5 illustrates the feedback-guided candidate
selection in silo S1. Objects o11 through o91 are ordered by
increasing dis1(q, ·) (smaller indices indicate closer distances
under M1). Initially, S1 selects o11, o21, and o31 purely based on
their local distances to q. The server then provides feedback,
indicating that o21 is included in the current top-k results, while
o11 and o31 are not. In the next round, guided by this feedback,
S1 evaluates objects using the score dis1(q, o)+λ ·dis1(o21, o)
and selects those most similar to the successful object o21. As
a result, o61, o81, and o91 are chosen.

V. THEORETICAL ANALYSIS

In this section, we present a statistical analysis of the
competition-based adaptive algorithm and the contribution-

based adaptive algorithm. As shown in Sec. II-C, the server-
side re-embedding of received objects dominates the overall
runtime of FANNS queries. Accordingly, our analysis focuses
on quantifying the number of re-embedding operations re-
quired by each method.

A. Assumptions and Notations

Perspectives from Multidimensional Scaling. Representation
learning can be viewed as multidimensional scaling that trans-
forms raw objects into vector representations while preserving
their relative closeness [31], [32]. High-quality embedding
models, such as ResNet and BERT, are likely to maintain
consistent neighborhood structures across embedding spaces.
Thus, for high-quality embedding models, objects close to a
query in one embedding space are likely to remain close in
another. This observation motivates our solutions. Although
each data silo uses its own embedding model Mi, and the
query embedding model Mq may differ, retrieving a small
number of candidate objects, i.e., γk candidates, is often
sufficient to achieve high recall for the top-k neighbors under
Mq . Empirical results (Sec. VI-B) support that a full scan is
rarely needed in various settings.

Measure for Embedding Heterogeneity. While our solutions
do not rely on assumptions about the relationship between
{Mi} and Mq , analyzing their re-embedding cost benefits from
a conceptual measure of how similar a local model Mi is to
Mq . To this end, we define the notion of deviation.

For a given query q, if k nearest neighbors of q under Mq

are contained within the top k′ nearest neighbors under Mi, we
define the deviation of Mi from Mq as δi = k′

k . By definition,
δi ≥ 1 for all i. We empirically observe that δi typically
falls between 10 and 100 across datasets and models. With
deviation δi, the top δik objects under Mi always include the
true top-k neighbors under Mq . To facilitate analysis, we
assume that the exact δik nearest neighbors are returned by the
local vector search. This assumption is reasonable, as modern
ANNS algorithms in real-world deployments can achieve
recall rates near 100% with proper parameter settings [1].
Furthermore, we assume that the k nearest neighbors under
Mq are uniformly distributed among the top δik candidates
under Mi. This uniformity assumption enables probabilistic
bounds on the number of re-embedding operations.

In the following, we derive the theoretical guarantees on
re-embedding efficiency for our proposed algorithms.

B. Analysis and Results

Efficiency of Competition-based Algorithm. Lemma 1 esti-
mates the number of re-embedding operations required by the
competition-based adaptive FANNS algorithm.

Lemma 1: Suppose silo Si contributes ki objects (ki > 0)
to the final FANNS result, and the deviation of its local
model is δi. To retrieve these ki objects from silo Si, the
competition-based FANNS algorithm requires Ω(δikin) re-
embedding operations in expectation for objects from n silos.
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Proof: By the definition of deviation, retrieving ki true
nearest neighbors from silo Si requires examining δiki candi-
dates under Mi. Among them, ki are good candidates (i.e., true
top-k neighbors under Mq), while the remaining δiki− ki are
bad candidates. Let Pgood (resp. Pbad) denote the probability
that a good (resp. bad) candidate from Si wins the competition
(i.e., is selected in line 11 of Algorithm 2). We analyze these
probabilities as follows:

• If the current candidate is good, then Pgood ≤ 1, since no
probability can exceed 1.

• If the current candidate is bad, then each silo has winning
probability of at most 1

n , i.e., Pbad ≤ 1
n . Specifically,

when all silos contribute bad candidates, the winning
probability for each silo is 1

n , and when good candidates
are present, this probability becomes smaller.

These upper estimates of selection probabilities lead to a lower
bound on re-embedding operations.

The number of retrieved objects (and also the number of re-
embedding operations) required for a candidate to be selected
follows a geometric distribution with success probability p,
which has an expected value of 1/p [33]. Hence, the expected
number of re-embedding operations needed to retrieve ki good
candidates from Si is:

Nembed = ki ·
1

Pgood
+ (δiki − ki) ·

1

Pbad
(1)

≥ ki + (δiki − ki) · n (2)
= Ω(δikin) (3)

which completes the proof.
Efficiency of Contribution-based Algorithm. We now ana-
lyze the number of re-embedding operations required by the
basic contribution-based FANNS algorithm under the same
assumptions as Lemma 1. The following theorem considers
a specified case of Algorithm 3, where the smoothing factor
is selected as θ = k

n according to given silo number n and
result size k.

Theorem 1: Suppose silo Si contributes ki objects (ki > 0)
to the FANNS result, and the deviation of its local model is
δi. To retrieve these ki objects from Si, the basic contribution-
based FANNS algorithm requires O

(
δik ln

(
nki

k + 1
))

re-
embedding operations in expectation for objects from n silos,
if θ = k

n in Algorithm 3.
Proof: We first compute the probability of sampling silo

Si in a given round (line 14 of Algorithm 3). Since θ = k
n is

for all silos, the total sampling weight is:
n∑

i=1

(
ti +

k

n

)
=

(
n∑

i=1

ti

)
+ n · k

n
= k + k = 2k. (4)

Thus, if silo Si currently contributes ti objects to resk, the
probability of selecting Si is:

Pti =
ti + θ

2k
=

nti + k

2kn
. (5)

Since the number of rounds required to sample a given
silo follows a geometric distribution, the expected number of

rounds retrieve one object from Si is 1
Pti

. Given the deviation
δi, each good object from Si appears among δi candidates, so
the total expected number of embeddings to retrieve one such
object is δi · 1

Pti
.

Summing over all ki good objects from Si, we obtain
the total expected number of retrieved objects (and also the
number of re-embeddings):

Nembed = δi

ki∑
ti=0

1

Pti

= δi

ki∑
ti=0

2kn

nti + k
= 2δik

ki∑
ti=0

n

nti + k
. (6)

We now analyze this summation asymptotically:

2δik

ki∑
ti=0

n

nti + k
= O

(
δik

ki∑
ti=0

1

ti +
k
n

)
(7)

= O

δik

ki+⌊ k
n
⌋∑

ti=⌊ k
n
⌋

1

ti

 (8)

= O

δik

ki+⌊ k
n
⌋∑

ti=1

1

ti
−

⌊ k
n
⌋∑

ti=1

1

ti

 (9)

= O

(
δik

[
ln

(
ki +

k

n

)
− ln

(
k

n

)])
(10)

= O

(
δik ln

(
nki
k

+ 1

))
, (11)

which completes the proof.

Comparisons. We now compare the re-embedding costs of the
competition-based and contribution-based FANNS algorithms
based on the theoretical results in Lemma 1 and Theorem 1.

For convenience, we define αi = k
ki

as the inverse pro-
portion of result objects contributed by silo Si, where ki is
the number of final result objects from Si. Substituting αi

into the re-embedding number from Theorem 1, we have:
O
(
αiδiki ln

(
n
αi

+ 1
))

, which can be directly compared with
the re-embedding number from Lemma 1, given by Ω(δikin).

To compare the two, consider the inequality x ≥ ln(x+ 1)

for all x ≥ 0. Substituting x = n
αi

yields n ≥ αi ln
(

n
αi

+ 1
)

.
Multiplying both sides by δiki, we get:

δikin ≥ αiδiki ln

(
n

αi
+ 1

)
, (12)

which shows that the contribution-based algorithm always
requires fewer re-embedding operations than the competition-
based algorithm to retrieve ki objects from Si, regardless of
the value of αi.

Theorem 1 also suggests that the efficiency of the
contribution-based algorithm improves when the result dis-
tribution is skewed, which is common in federated environ-
ments [25]. When the result objects mainly come from one
silo, αi approaches 1. In the extreme case where all k result
objects originate from a single silo (i.e., αi = 1), the re-
embedding cost becomes O(δiki lnn) for the contribution-
based algorithm, which is a remarkable reduction over the
Ω(δikin) cost by the competition-based algorithm.
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Efficiency of Optimized Contribution-based Algorithm. We
analyze the roles of the three optimizations in the contribution-
based algorithm.

• The batch sampling strategy mainly aims to improve
performance by reducing communication rounds while
keeping the re-embedding number small.

• The adaptive exploration strategy decreases the number
of re-embeddings for given δi and ki by accounting for
the changing reliability of contributions during execution.

• The server feedback optimization aligns distances com-
puted under the local model with those under the query
model, thereby reducing δi and improving efficiency.

VI. EVALUATION

A. Experiment Setup

Datasets. We use the following four datasets for evaluation.
• i-Naturalist [29]: A image dataset covering a diverse

range of plant and animal species, compiled from bio-
diversity observations contributed through mobile apps.

• MS MARCO [34]: A dataset for question answering,
containing real-world questions and answers sourced
from Bing search queries.

• Sentiment [35]: A real-world federated dataset of user-
generated text collected via the public Twitter API.

• Reddit [35]: A real-world federated dataset including
user comments posted on the social network.

The object cardinalities, raw data sizes and distance func-
tions used in our experiments are summarized in Table II.
Among these datasets, Sentiment and Reddit is already par-
titioned based on the text senders [35]. For the other two
datasets, we adopt the partitioning approach from [25], where
datasets are partitioned according to Dirichlet distribution with
parameter β, with smaller β values indicating higher skewness.

TABLE II: Statistics of datasets.

Dataset Type Cardinality Size Distance

i-Naturalist Image 100,000 25.46GB Euclidean
MS MARCO Text 837,727 6.59GB Euclidean

Sentiment Text 1,599,490 12.48GB Euclidean
Reddit Text 3,848,330 65.10GB Cosine

TABLE III: Parameter settings.

Parameter Setting

Data Silo Number n 4, 8, 12, 16
Result Number k 5, 10, 20, 40

Skewness β 0.1, 0.3, 0.5, 0.7, 0.9
Vector Index IVFFlat, IVFPQ, HNSW

Parameter Setting. Table III presents the parameter settings
used in the experiments, with default values of parameters
highlighted in bold. IVFFlat, IVFPQ, and HNSW are three
commonly used indexes in vector databases [28]. For IVFFlat
and IVFPQ [19], the parameters are set as nlist = 4

√
|Di|

and nprobe = 256. For HNSW [20], the parameters are set as
M = 32 and efsearch = 64.

Embedding Models. We use common embedding mod-
els for image and text data in our experiments. For im-
age data, we use ResNet-101, ResNet-152, SwinV2-B, ViT-
B, and ViT-H as embedding models [15], [16], [36]. For
text data, we use SBert-DistilBERT, SBert-MiniLM, SBert-
MPNet, Longformer-Base, Longformer-Large, DeBERTa-Base
and DeBERTa-Large as the embedding models [18], [37], [38].

Metrics. We use the following metrics to evaluate the perfor-
mance of methods for FANNS:

• Recall rate: It is defined as |r∗∩r|
k , where r is the returned

result of FANNS and r∗ is the ground truth.
• Running time: It measures the time from query submis-

sion to obtaining the final results.
• Communication cost: It measures the total amount of

data transmitted between data silos and the server during
query processing.

Baselines. We extend the existing work to FANNS problem.

• HuFu-ext [11]: HuFu addresses federated kNN queries
over spatial data silos. To adapt HuFu for FANNS queries,
we extend it by first sampling 1,000 points from each
dataset and applying the least squares method to derive
a linear function that maps distances in local embedding
space to the query model’s embedding space.

• FedKNN-ext [22]: FedKNN is the state-of-the-art
method for kNN search in data federation. Similar to
HuFu-ext, FedKNN-ext employs the least squares method
on the sampled dataset to learn a linear function. How-
ever, instead of directly estimating the distance under the
query model, it estimates a lower bound for disq(·, ·).

• ε-Greedy [39]: It is designed to balance exploration and
exploitation in multi-arm bandit problem. In our setting,
each silo is treated as an arm, and the reward is defined
as whether an object from the silo appears in the top-
k results. For each experimental configuration, we tested
different values of ε and report the best-performing result.

• UCB (Upper Confidence Bound) [39]: It is also de-
signed for multi-arm bandit problem, and we adapt it to
our problem in the same way as ε-greedy.

For all the baselines above, we use HNSW index as the local
vector index, following the same setting as in our methods.
Similar to our method, these baselines also retrieve γk objects
in total for verification, where γ is the expansion factor.

Implementation. All algorithms were implemented in Python
3.12. We used FAISS [40] for vector indexing and searching,
PyTorch [41] for embedding data objects, and gRPC for
communication. Our codebase includes pluggable interfaces
to support flexible deployment of different embedding models,
dataset formats, and vector indexes. For the contribution-based
adaptive algorithm, we set the batch size to b = 8 and the
feedback weighting factor to λ = 0.05. The smoothing factor
was initialized as θ0 = 2k

n and decayed with τ = 0.85.
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(a) Sentiment (k = 5) (b) Sentiment (k = 10) (c) Sentiment (k = 20) (d) Sentiment (k = 40)

(e) Reddit (k = 5) (f) Reddit (k = 10) (g) Reddit (k = 20) (h) Reddit (k = 40)

Fig. 6: The searching performance of FANNS under different datasets and result sizes.

(a) Sentiment (n = 4) (b) Sentiment (n = 8) (c) Sentiment (n = 12) (d) Sentiment (n = 16)

Fig. 7: The searching performance of FANNS under different data silo numbers n.

(a) i-Naturalist (β = 0.1) (b) i-Naturalist (β = 0.3) (c) i-Naturalist (β = 0.5) (d) i-Naturalist (β = 0.7) (e) i-Naturalist (β = 0.9)

Fig. 8: The searching performance of FANNS in i-Naturalist dataset under different degrees of partition skewness.

Environment. Experiments are conducted on three servers
connected by network with bandwidth of 2 Gbps. One server
acts as the central coordinator and is equipped with an
NVIDIA Tesla V100 32GB GPU, Intel Xeon Gold 6230R
2.10GHz CPUs, and 256GB of RAM. The other two servers
act as data silos, each configured with Intel Xeon Gold 6240
2.60GHz CPUs and 768GB of RAM. To simulate multiple
data silos, we adopt container-based virtualization, following
the common practice in prior work [42], [43], with each silo
running in an isolated container.

B. Experiment Results

1) End-to-end Performance: We perform experiments to
evaluate the performance of three proposed methods–Uniform
Selection FANNS, Competition-based Adaptive FANNS,
Contribution-based Adaptive FANNS–and four baselines. Fol-
lowing established benchmarks for ANNS [1], [44], we use
running time vs. recall rate plots to show the tradeoff between
search speed and accuracy. Different data points in these plots
are generated by varying the expansion rate γ.

Varying the Result Size k. Fig. 6 presents the recall rate
and running time of all methods in Sentiment and Reddit
datasets for different result size k. The results show that the
contribution-based algorithm can achieve a recall rate of over
90% across all datasets and outperforms other methods in
terms of query efficiency at the same recall level. For example,
on the i-Naturalist dataset, our adaptive methods improve
query efficiency by 2.3× to 6.2× compared to other methods
at the same recall rate of 80%. This efficiency gain stems from
its adaptive retrieval strategy, which prioritizes promising silos
and leverages server feedback to guide local search, enabling
it to achieve the same accuracy with a smaller expansion rate.
As k increases, the running time of all methods also grows,
since more re-embedding operations are required.

Varying the Data Silo Number n. We evaluate the per-
formance of FANNS under varying numbers of data silos
using the Sentiment dataset, with results shown in Fig. 7.
The contribution-based adaptive method consistently outper-
forms the baselines, achieving over 80% recall within 2
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seconds across all silo numbers. Besides, the running time of
competition-based and contribution-based algorithm remains
stable as the number of silos increases, while the other three
methods exhibit slight growth in latency.
Varying the Partition Skewness. As shown in Fig. 8, we
evaluated all methods under varying partition skewness, where
smaller β indicating higher skewness. The results show that
both the competition-based and contribution-based methods
maintain robust recall rates under different skewnesses. For
instance, our adaptive methods consistently achieve recall rates
above 90%, while the maximum recall rate of HuFu-ext drops
from 86.5% to 62.5% as skewness increases. Moreover, the ad-
vantage of the contribution-based method is more pronounced
as skewness grows, aligning our analysis in Sec. V.

(a) IVFPQ (b) IVFFlat

Fig. 9: The searching performance of FANNS in i-Naturalist
dataset under different local vector indexes.

(a) i-Naturalist (b) MS MARCO

(c) Sentiment (d) Reddit

Fig. 10: The communication cost of FANNS under four
datasets at a recall rate of 70%.

Varying the Local Vector Indexes. We evaluated the algo-
rithms on the i-Naturalist dataset with different local vector
indexes, as shown in Fig. 9. In addition to HNSW, we used
IVFPQ and IVFFlat as local indexes. Our adaptive algorithm
consistently outperforms the baselines across all index settings.
Moreover, the running time of each method remains relatively
stable across different index types, indicating that server-side
re-embedding operations dominate the overall runtime.
Communication Costs. We measured the communication cost
of the methods at the same recall rate of 70% in i-Naturalist

and Sentiment dataset. As shown in Fig. 10, the proposed
adaptive methods achieve lower communication costs at same
recall rate compared to other methods. The competition-based
algorithm can reduce the communication cost by 31.4% to
96.3% across all the datasets relative to the baselines. In gen-
eral, the communication cost grows linearly with the result size
k. The experiments also indicate that our adaptive methods can
achieve high recall by re-embedding only a small fraction of
objects from all data silos. For instance, in Sentiment dataset,
the contribution-based method reaches a recall rate of 90%
with an expansion rate of 5, requiring transfer of only 0.13‰
of the raw dataset.

(a) MS MARCO (k = 10) (b) MS MARCO (k = 20)

Fig. 11: The search performance of contribution-based FANNS
under different batch size b.

(a) MS MARCO (k = 10) (b) MS MARCO (k = 20)

Fig. 12: The search performance of contribution-based FANNS
under different selection of smoothing factor.

(a) MS MARCO (k = 10) (b) MS MARCO (k = 20)

Fig. 13: The search performance of contribution-based FANNS
under different feedback weighting factor λ.

2) Ablation Study: We conducted ablation studies on MS
MARCO dataset to assess how the three optimization strate-
gies affect the performance of the contribution-based method.
Impact of Batch Sampling. We compare the search perfor-
mance of contribution-based method under four different batch
sizes b on the Sentiment dataset, as shown in Fig. 11. The
results show that all batch size settings lead to performance
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improvements over the basic contribution-based algorithm
(i.e., the method with b = 1). As the batch size increases, the
number of communication rounds decreases, thereby enhanc-
ing search efficiency. However, larger batch sizes also reduce
the timeliness of contribution updates, resulting in more re-
embeddings and slightly impacting overall performance. The
experiments indicate that contribution-based FANNS achieves
optimal performance at a batch size of 8, yielding an up to
2.8× improvement of query efficiency at the same recall rate.

Impact of Adaptive Smoothing Factor. We compare different
values of decay coefficient τ to study the effectiveness of
adaptive smoothing factor. As shown in Fig. 12, adjustment
of smoothing factor θ can effectively improve the perfor-
mance of the contribution-based algorithm, particularly in the
later stages of query processing. Specifically, with result size
k = 20, setting τ = 0.85 improves query efficiency by 1.3×
at 80% recall and by 1.5× at 90% recall. This gain arises
because the adaptive θ enables the algorithm to increasingly
focus on promising silos as more feedback accumulates.

Impact of Feedback-Guided Candidate Selection. We eval-
uated the impact of feedback-guided candidate selection and
different values of the feedback weighting factor λ on the
MS MARCO dataset, as shown in Fig. 13. The results show
that incorporating server feedback with λ = 0.05 effectively
improves candidate quality, thereby enhancing the accuracy of
the contribution-based algorithm. For example, using the score
function with λ = 0.05 improved the recall rate by up to 4.5%
when k = 10, and by up to 8% when k = 20.

VII. RELATED WORK

Approximate Nearest Neighbor Search. ANNS is a
core operation in vector databases [2], [27], [28], with
methods broadly categorized into partition-based [45]–[49],
quantization-based [19], [50]–[52], and graph-based tech-
niques [20], [53]–[57]. They assume that both the query and
data vectors reside in the same embedding space and are drawn
from the same data distribution.

Recent work starts to explore relaxed settings. OOD-
DiskANN [58], RoarGraph [21], and LeanVec [59] address
out-of-distribution (OOD) queries, where the query vector
follows a different distribution than indexed vectors, which is
common in cross-modal retrieval (e.g., text-to-image). How-
ever, they still operate within a single embedding space. In
contrast, FANNS involves multiple embedding spaces. Each
silo uses a different model, and the query’s model may differ
from all of them. Other studies support customized distance
metrics in ANNS, such as OASIS [60] and ONIAK [61],
which allow query-specific Mahalanobis metrics by applying
linear transformations. While flexible, these methods are in-
sufficient for FANNS, where the distance mapping between
embedding models can be non-linear.

Federated Data Management. Federated database systems
were originally proposed to support querying over autonomous
and heterogeneous data sources [9], [62]. This concept has

been extended to various data types, including relational [12],
[63]–[65], spatial [10], [11], [66], and graph data [67].

Recent efforts have explored federated vector retrieval [22]–
[24], [68], which propose methods for federated approximate
nearest neighbor search across vector databases. However,
they assume that all data silos use a shared embedding
model, enabling direct comparison of vectors across silos.
This assumption does not hold in our work, where each
silo independently selects its embedding model, resulting in
heterogeneous embedding spaces.

Model Heterogeneity in Federated Learning. FL enables
collaborative model training across decentralized data silos
without sharing raw data [25], [69], [70]. While early FL
research assumes homogeneous model architectures across
clients, recent studies have explored model heterogeneity,
where each silo may adopt a different neural network architec-
ture [71]. However, this line of research differs fundamentally
from our work in its objective. Federated learning focuses on
model training whereas we aim to retrieve similar objects.

VIII. CONCLUSION

This paper defines the problem of Federated Approxi-
mate Nearest Neighbor Search (FANNS) over embedding-
heterogeneous vector databases and proposes both accurate
and time-efficient solutions for FANNS queries. Leveraging
the non-IID nature of federated data, we design two adaptive
algorithms—competition-based and contribution-based—for
FANNS query processing. We provide theoretical analysis of
the expected number of re-embedding operations for both
methods. Extensive evaluations show that our solution yields
over 90% recall rate across four datasets, while achieving up
to 6.2× query efficiency compared to existing solutions.
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