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Abstract—Deploying compute-intensive deep neural networks
(DNNs) on resource-constrained end devices has become a
prominent trend, enabling localized intelligence. However, ef-
ficiently deploying these DNNs at scale poses challenges. To
address this, extensive research has focused on the early exit
architecture based on convolutional neural networks (CNNs),
which dynamically adapt network depth to reduce inference
computation. Nevertheless, the sequential execution of all in-
ternal classifiers (ICs) and subsequent termination based on
an exit criterion is inefficient. Motivated by these insights, we
introduce a resolution-adaptive prediction network (RAPNet)
architecture. RAPNet comprises a lightweight prediction network
that captures global image features and an inference network
integrated with an early exit architecture. The prediction network
accurately determines the optimal IC position conditioned on
the input images for efficient image classification. Additionally,
we incorporate resolution-adaptive inference and feature fusion
mechanisms by computational reuse, to effectively mitigate image
spatial redundancy and improve the accuracy of ICs. We conduct
extensive experiments across various datasets and architectures to
demonstrate that RAPNet achieves a significantly better accuracy
vs. computational trade-off than other recently proposed early
exit methods. For instance, when using MobileNet as the base
network, RAPNet achieves significant accuracy improvements of
12% and 5.7% on the Tiny Imagenet and CIFAR-100 datasets
respectively, surpassing other early exit methods with similar
computational constraints.

Index Terms—Deep learning, early exit network, resolution
adaptive inference, predictive early exit

I. INTRODUCTION

INTELLIGENT applications driven by deep neural net-
works (DNNs) are experiencing a remarkable surge in

popularity [1]. These applications are extensively utilized on
wearable devices like smartphones and smartwatches, provid-
ing intelligent services across various domains [2], [3], [4].
With advancements in hardware platforms for end devices [9],
[17] and the exceptional feature extraction capabilities of con-
volutional neural networks (CNNs) [18], DNNs have achieved
unprecedented success in tasks such as image classification

Youbing Hu, Zhiqiang Cao, Anqi Lu, Jie Liu, Min Zhang and Zhijun Li
are with the Faculty of Computing, Harbin Institute of Technology, Harbin
150000, China (e-mail: youbing@stu.hit.edu.cn; zhiqiang cao@stu.hit.edu.cn;
luanqi@stu.hit.edu.cn; jieliu@hit.edu.cn; zhangmin2021@hit.edu.cn; lizhi-
jun os@hit.edu.cn).

Yun Cheng is with the Swiss Data Science Center, ETH Zurich and EPFL,
8092 Zurich, Switzerland (e-mail: yun.cheng@sdsc.ethz.ch).

Zimu Zhou is with the School of Data Science, City University of Hong
Kong, Hong Kong, China (e-mail: zimuzhou@cityu.edu.hk).

[6], object detection [7], [10], [11] and semantic segmentation
[15], [16]. However, the resource constraints of most end
devices, due to their compact size and lightweight nature,
pose significant challenges in efficient DNN deployment [50],
[76]. Furthermore, as DNN models directly interact with users
on these devices, it is crucial to ensure high-quality user
experience (QoE) by imposing strict limitations on the infer-
ence efficiency of these models [19]. The advent of dynamic
neural network technology [20] has effectively addressed these
challenges by dynamically allocating computational resources
among samples in an uneven manner.

Efficient inference of DNNs on resource-constrained de-
vices has been a focus of extensive research, leading to various
technical approaches [12], [13]. These approaches encompass
static models like knowledge distillation [21], network pruning
[22], [23], and network architecture search (NAS) [24], [27], as
well as dynamic models such as early exit architectures [14],
[25], [28]. Unlike static models that allocate uniform compu-
tational resources to all samples, dynamic models have gained
significant attention for their adaptive and efficient allocation
of computational resources to individual samples. Among
dynamic models, early exit neural networks have emerged as
a simpler yet highly efficient approach, captivating researchers
in the pursuit of efficient neural network architectures.

The early exit architecture improves a convolutional neural
network (CNN) by attaching internal classifiers (ICs) into
its hidden layer, which are jointly trained using a weighted
optimization objective function. During inference, the ICs are
executed sequentially until a convincing inference result is
obtained, determined by comparing the confidence with a
fixed threshold set as the exit criterion. Recent advancements
in optimizing early exit architectures include techniques like
training early exit networks using knowledge distillation [28]
and enabling better collaboration among ICs by integrating
the outputs of preceding ICs into the decisions of subsequent
ICs through computational reuse [29], [30]. These methods
have demonstrated outstanding recognition performance, as
exemplified by the state-of-the-art approach, ZTW [29].

Although progress has been made in early exit architectures,
existing approaches primarily focus on reducing computational
overhead stemming from model redundancy. However, they
tend to overlook the computational cost associated with the
ICs themselves and the spatial redundancy of samples. In
current implementations, all ICs are executed sequentially at
a fixed resolution during inference, resulting in suboptimal
computational efficiency. Additionally, the shallow ICs lack
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a global receptive field, leading to a significant decrease
in accuracy. To achieve efficient inference of deep neural
networks (DNNs) on resource-constrained end devices without
sacrificing accuracy, a dynamic approach is needed to address
both the computational cost arising from spatial redundancies
in samples and model redundancies. However, it has the
following challenges:

1) Effectively addressing the challenge of sequentially exe-
cuting all ICs and dynamically selecting the optimal IC
based on the input images for efficient image recognition
remains a formidable task. This challenge is exacerbated
by the varying accuracy and computational cost associ-
ated with each IC in the early exit network.

2) Designing an adaptive inference mechanism within the
early exit network to address the spatial redundancy of
samples without incurring additional computational cost
is a significant challenge. This challenge arises from the
fixed size of input images in the early exit network,
which hinders the consideration of spatial redundancy
and necessitates the development of a solution capable
of supporting arbitrary resolutions.

3) Enabling shallow ICs to learn global feature represen-
tations of samples without introducing additional com-
putational overhead poses a significant challenge. This
is because shallow ICs inherently lack the capability
to capture comprehensive global features, leading to a
notable decline in their accuracy. Overcoming this chal-
lenge requires finding a solution that can provide global
feature representation to shallow ICs while maintaining
computational efficiency.

In this paper, we proposed a Resolution-Adaptive Pre-
diction Network (RAPNet) architecture, which comprises a
lightweight prediction network capable of learning the global
feature representation of images and an early exit inference
network. RAPNet’s prediction network can precisely predict
the optimal early exit position of input images in the early
exit inference network, avoiding the high computational cost
introduced by sequentially executing all ICs. Meanwhile, we
designed resolution adaptive inference and feature fusion mod-
ules by computational reuse. The former is achieved through
a specialized internal classifier structure that enables the
processing of input images with arbitrary resolutions, thereby
reducing computational costs associated with spatial redun-
dancy. The latter involves fusing the global features learned
by the predictive network with the local features extracted by
the CNN. This fusion enhances the semantic information of
the input IC, resulting in a significant improvement in accuracy
without incurring additional computational costs. This effect is
particularly pronounced for ICs located at CNN shallow layers.
In summary, the contributions of this work are summarized as
follows:

1) We proposed the Resolution-Adaptive Prediction Net-
work (RAPNet), comprising a lightweight prediction net-
work and an early exit inference network. The prediction
network efficiently learns global image features and ac-
curately predicts the optimal early exit position within
the inference network, avoiding the need for sequential

execution of all ICs and minimizing computational costs.
2) We have developed a dedicated internal classifier within

the inference network to support input images of any
resolution, effectively reducing computational costs as-
sociated with spatial redundancy in the image.

3) We introduced a feature fusion mechanism that leverages
the global features extracted from the prediction network,
effectively addressing the limited global feature represen-
tation in the ICs of the early exit network. This fusion
mechanism greatly improves the accuracy of the internal
classifiers within the inference network.

4) We conducted extensive experimental evaluations for the
proposed methods on image classification tasks. The
results demonstrated that RAPNet achieves a significantly
better accuracy-computational trade-off than other re-
cently proposed early exit methods. For instance, when
leveraging MobileNet as the base network, RAPNet im-
proved the accuracy of the Tiny Imagenet and CIFAR-
100 datasets by 12% and 5.7%, respectively, compared
to other early exit methods with similar computational
constraints.

In the rest of the paper, we introduce the related work in
Sec. II and elaborate on the RAPNet design in Sec. III. Finally,
we evaluate the performance of RAPNet in Sec. IV and give
concluding remarks in Sec. V.

II. RELATED WORK

A. Vision Transformer

Inspired by the remarkable success of Transformer in NLP
tasks [35], researchers developed Vision Transformer [36] for
image recognition. The Vision Transformer divides input im-
ages into sequences of image blocks and transforms them into
tokens as input. The backbone structure of the Transformer
consists of stacked building blocks, each of which contains
self-attention layers and feedforward networks for processing
these tokens. Vision Transformer builds on the self-attention
mechanism to efficiently capture remote dependencies between
patches from the input images and is widely adopted in the
computer vision community [34], [37], [38]. However, the lack
of induction bias [36] requires ViT models to be pre-trained on
very large datasets such as JFT-300M [39] in order to pursue
the desired performance. Extensive research efforts have been
dedicated to enhancing the efficiency and minimizing the
computational burden of the visual transformer [40], [41],
[42], [43], [44]. Swin Transformer [45] develops multi-stage
network architectures with down-sampling and obtains better
inference efficiency. DeiT [43] introduces an extra token for
knowledge distillation. LV-ViT [44] leverages all tokens to
compute the training loss, and the location-specific supervision
label of each patch token is generated by a machine annotator.

Our work leverages the ability of self-attention to capture
long-range dependencies between patches and to extract global
features from the input images. However, compared to existing
efficient ViT models, our work is significantly different in
several aspects. Firstly, we focus on CNN models with early
exit structure and merely use the self-attention mechanism to
extract global features from the input images. Furthermore,
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when applying the self-attention mechanism, we do not require
a fine-grained partition of the image. Instead, we extract
coarse-grained global features. As a result, the model can
maintain a smaller depth and a shorter sequence length of
tokens.

B. Conditional Computation and Multi-Scale Features

Conditional computation based on deep neural networks
was first proposed in [59], [60], and since then more so-
phisticated and efficient methods have been proposed in this
field, including dynamic routing [61], cascading with multiple
networks [26], [62], [63] and skipping intermediate layers
[66] or channels [64], [65]. Besides the above, early exit
architectures [25] are widely studied in the field of dynamic
neural networks [20] by adding ICs to the network allowing
easy samples to exit earlier. BranchyNet [25] is the first to
add an IC to the hidden layer of a CNN and then utilize
a confidence-based early exit strategy to allow samples with
sufficient confidence to an early exit. Shallow-Deep Networks
(SDN) [32] is a conceptually simple but efficient method that
uses the top-1 accuracy of the softmax output compared to a
fixed-threshold confidence score as an early exit policy, sig-
nificantly improving the efficiency of network inference while
enabling researchers to further understand the phenomenon of
network overthinking. Patience-Based Early Exit (PBEE) [31]
combines the outputs of the previous ICs and terminates the
inference only when the outputs of the successive τ ICs are
consistent, and it outperforms SDN on a number of NLP tasks.
Zero Time Waste (ZTW) [30] further reuses the computational
results of the previous classifier, adding direct connections be-
tween ICs and combining previous outputs in an ensemble-like
manner, its performance has been further improved. The Exit
Predictor (EP) [33] method achieves computational savings by
introducing a prediction exit mechanism to allow easy samples
to bypass the execution of certain ICs.

CNN’s extract global features by increasing depth to con-
tinuously enlarge the perceptual field, which uses pooling
operations or convolution operations with steps for down-
sampling [49], [67], which may limit the network’s ability
to recognize objects at arbitrary scales. Recent studies have
proposed to utilize both coarse global features and fine local
features in the network, which has significantly improved the
performance of the network in many vision tasks, including
image classification [5], object detection [7], semantic segmen-
tation [8], and pose estimation [71]. DS-Net [75] proposed an
Intra-scale Propagation module to process two different reso-
lutions in each block and an Inter-Scale Alignment module to
perform information interaction across features at dual scales.
Moreover, the multi-scale structure [63] shows a promising
ability in adaptive inference and memory-efficient network
[72], [73]. RANet [26] designs a resolution-adaptive network
structure by sequentially maintaining multiple network layers
from low to high resolution, which exists simultaneously
throughout the network with multiple scale feature maps that
are used sequentially from low to high resolution for object
recognition, reducing the computational overhead from the
spatial redundancy of samples.

Our approach is based on the early exit architecture and
the idea of a predictive exit mechanism [33], but it differs
significantly. First, our method predicts precisely which IC to
use for inference, while the EP method only predicts which
ICs can be skipped. Secondly, our mechanism uses the global
feature representation of input samples, considering spatial
redundancy, whereas the EP method relies on local features
and ignores spatial redundancy. Finally, our method improves
IC accuracy through computational reuse without wasting
extra computations, unlike the EP method, which introduces
extra computations for coarse-grained IC prediction.

III. METHOD

The early exit network incorporates ICs into the hidden
layer of the CNN. It selectively allocates computational re-
sources to each input image based on an exit criterion,
determining whether to terminate the execution of the current
IC. However, executing multiple ICs sequentially to identify
challenging images and achieve high computational accuracy
can lead to wasteful computations for ICs that do not meet
the exit criterion. Furthermore, ICs attached to shallow layers
of the CNN lack access to global features of the input image
due to limited receptive fields. Consequently, the accuracy of
these shallow ICs significantly decreases. Inspired by these
observations, we introduce a resolution-adaptive predictive
early exit network, aiming to improve the computational effi-
ciency of early exit CNNs. Our approach focuses on accurately
predicting the optimal IC for each image within the early
exit network, thereby improving computational efficiency. Ad-
ditionally, we seek to significantly improve the accuracy of
shallow ICs and reduce the spatial redundancy of images by
leveraging computational reuse techniques.

Specifically, we propose a Resolution-Adaptive Predictive
Network, which consists of a lightweight prediction network
capable of extracting global features of the input image and
an early exit CNN network. The prediction network directly
predicts the optimal IC within the early exit CNN by extracting
global features from the input image. This approach avoids
the computational waste associated with activating all ICs
in sequence. Additionally, to address the issue of reduced
accuracy in shallow ICs due to limited global receptive fields,
we introduce a feature fusion mechanism that significantly
improves the accuracy of these classifiers. To mitigate the
computational cost from spatial redundancy in input images,
we design ICs for the early exit CNN network that can support
arbitrary resolutions. This customization is achieved without
sacrificing accuracy, as demonstrated in Fig. 5.

A. Overview

Inference. We start by describing the inference procedure
of RAPNet, which is shown in Fig. 1. For each test sample
x ∈ R C×H×W (C, H , and W represent channel, height,
and width respectively), it is first partitioned x into the tokens
t ∈ R K×E , K being the total number of tokens and E the
embedding dimension of each token. Then the global features
of the input image are extracted by stacking N transformer
blocks comprising multi-head self-attention and FFN. Finally,
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Fig. 1. An overview of RAPNet. The Internal Classifier (IC) is a dedicated internal classifier designed to support input images of any resolution. RAPNet
consists of a lightweight prediction network that utilizes global features learned from the images and an early exit inference network. The prediction network
uses the multi-head self-attention mechanism to captures the global features of the image and predicts the optimal IC within the inference network. Subsequently,
the input images are sequentially fed into the inference network, starting from low to high resolution. At test time, different resolutions of the images are
sequentially activated until a convincing prediction (e.g. sufficiently confident) has been obtained or the final classifier has been inferred.

these global features are computed by an exit predictor to
obtain L− 1 output values s, where each value si ∈ (0, 1), L
is the number of layers of the early exit CNN network. The exit
predictor will be introduced in Sec. III-B. Once the value of si
is greater than η of a pre-set adjustable threshold, the i-th IC of
the early exit CNN is selected as the final executive classifier.
Otherwise the l-th classifier of the base network is selected
as the final executive classifier. When the inference network
starts performing task inference, the resolution of the input
image is activated sequentially from low to high resolution
until a convincing prediction (greater than threshold γ) has
been obtained or the final classifier has been inferred. The
resolution adaptive inference will be described in detail in
Sec. III-C. It is worth noting that if there is no si greater
than η, then the l-th classifier of the base network is chosen
as the final executing classifier, using only the original input
resolution, because we do not modify the structure of the base
network, and therefore it does not support other resolutions of
the input images.

Training. To ensure RAPNet is trained properly, we propose
a 3-stage training scheme, where the first two stages are in-
dispensable, and the third stage is designed to further improve
the performance.

Stage-1: Training the prediction network backbone. When
designing the prediction network, we employ a linear pro-
jection to align the dimensionality of the extracted global
features with the number P of classes in the classification
task. During training, we exclude the exit predictor and treat
the linear projection as a standalone classifier. Subsequently,
we minimise the loss Lpred (Eq. 1) to train the backbone of
the prediction network.

Lpred = CE(ppred; y) (1)

where ppred is the output of the prediction network, y is the
ground true label, CE(.;.) represent the cross entropy loss.

Stage-2: Training early exit inference networks supporting
arbitrary input resolution. In this stage, we fuse the global
features obtained from the prediction network’s backbone,
trained in stage-1, into each IC of the inference network.
These fused features are utilized during the training of the
inference network, as described in Sec. III-D. We trained the
early exit inference network by utilizing images of varying
input resolutions, aiming to minimize the classification loss
Lcls (Eq. 2).

Lcls = CE(pf ; y) +
M∑

r=m

L−1∑
i=1

KL(pi,m;pf ) (2)

where KL(.;.) represent the Kullback-Leibler divergence. pf

is the predicted output of the base network. m is the resolution
of the input image, e.g. for the ImageNet dataset we set
m ∈ M={112×112, 162×162, 224×224}. pi is the predicted
output of the i-th IC. It is worth noting that the output pf of
the final classifier is computed only once based on the original
input resolution.

Stage-3: Finally, we fine-tune the exit predictor of the
prediction network. In this stage, we freeze the backbone of the
prediction network and then fine-tune the exit predictor only.
We added on the exit predictor and then let RAPNet’s infer-
ence network serve as the network that generates supervised
data to fine-tune the exit predictor for a given set of images
{xb, yb}Bb=1. Specifically, for each mini-batch of images, a
resolution m is randomly chosen from the set of resolutions
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M . The images are then resized to the resolution m×m and
fed into the inference network, resulting in L−1 Softmax top-
1 scores ci,b. These scores are compared with a predetermined
threshold η (during training, we always set η to 0.5), and if
ci,b is greater than η, µi,b=1, otherwise µi,b=0. Finally, we
minimize the loss function of Eq. 3 to update exit preditor.

Lpred =
1

B

B∑
b=1

L−1∑
i=1

BCE(si,b;µi,b) (3)

where si,b ∈ (0, 1) is the output distribution calculated after
the Sigmoid function of the exit predictor, BCE(.;.) is the
binary cross entropy loss.

B. Prediction Network

The primary role of the RAPNet prediction network is to
effectively extract the global feature representation from the
input image and utilize these features to predict the optimal
IC within the inference network. At test time, the prediction
network is executed first for each input image to determine
its optimal IC within the inference network. Therefore, it
is crucial for the prediction network to be lightweight in
order to ensure efficient execution. In Fig. 1, the backbone
of the RAPNet prediction network utilizes a multi-head self-
attention mechanism to efficiently capture the global features
of the input image. It comprises three main components: patch
embedding, N transformer blocks, and linear projection. The
patch embedding step divides and embeds the input image
into t ∈ R K×E tokens. These tokens are then processed
by N transformer blocks, which extract the global feature
representation of the image. Each transformer block consists
of multi-head self-attention and MLP layers, with LayerNorm
used for residual concatenation. Finally, the extracted global
feature representation is mapped to the same dimension as the
classification task (e.g. 100 for the cifar100 dataset) through
a linear transformation. This dimension mapping aids in the
training of the prediction network. To achieve a lightweight
and efficient prediction network for RAPNet, we adopt the
Swin Transformer [45] as the backbone. Specifically, we
empirically set the network depth N to 2 and the embedding
dimension E to 48, as indicated in Table IV. Consistent with
the original paper, the window size is set to M = 7 by
default. This choice ensures that the prediction network can
effectively extract the global features of the input image while
maintaining its lightweight nature.

The exit predictor of the prediction network utilizes linearly
transformed global feature inputs to determine the optimal IC
in the inference network. This enables the prediction network
to exit the processing and provide the best IC for the image
within the inference network. The exit predictor in RAPNet
operates in a similar manner to the early exit architecture,
leveraging a predictive network to effectively learn global
feature representations of images. Subsequently, these global
features are used to calculate a probability si for each IC.
When the probability si for the i-th IC surpasses a predefined
adjustable threshold η, the inference network selects the i-th IC
as the final classifier for execution. This approach eliminates

Fig. 2. The structure and execution process of RAPNet’s exit predictor. At
test time, we introduce two thresholds α and η to realize a trade-off between
performance and computational. The value of α controls the proportion of
images that can be directly recognized using the global features extracted by
the prediction network. The value of η is used to select the optimal IC for
the image within the inference network.

the need for sequential execution of all ICs, resulting in
improved efficiency.

Fig. 2 depicts the structure and execution process of
RAPNet’s exit predictor. It consists of a Softmax-based exit
criterion and a linear transformation module followed by a
Sigmoid function. The linear transformation module maps
the input global features to the same dimension L − 1 as
the hidden layer of the inference network. The Sigmoid
function is then employed to transform the values between
0 and 1, representing the probability of selecting each IC. We
introduce two thresholds α and η to realize a trade-off between
performance and computational. The threshold α controls the
percentage of input images that can be directly classified using
the global features extracted by the prediction network, result-
ing in minimal computational cost. In our implementation, if
Softmax’s top-1 output max(cj) > α, the inference terminates
immediately and the attribute input to category j. Otherwise,
the input image undergoes further processing by the optimal
IC predicted by the exit predictor. During the training process,
we set the value of α to 1, which indicates that all images are
included in the training of the RAPNet inference network. If
si > η, the i-th classifier is selected as the final classifier for
inference. When performing inference, the classifiers before
the selected IC are skipped, and any subsequent ones are no
longer executed, which significantly saves the computational
overhead introduced by the sequence execution of all ICs. If
all si are less than η, the L-th classifier of the base network is
used to infer and no ICs are needed to execute the inference.

C. IC Supporting Resolution-Adaptive Inference

Fig. 3 provides a detailed overview of the IC in RAPNet,
which consists of an initialization layer, a feature fusion
module, and an output layer. The initialization layer applies
M consecutive convolution operations with step sizes based
on the input image resolution. This efficiently reduces the
feature map size and decreases the computational cost of the
IC. For instance, in this paper, M is set to 2 if the input
image resolution is greater than 112, 1 if the resolution is
greater than 64, and 0 if the resolution is less than 64. The
feature fusion module is explained in detail in Sec. III-D. The
output layer consists of a feature reduction (FR) layer and a
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Fig. 3. The IC details of RAPNet. The ICs in RAPNet include initialization
layers, a feature fusion module, and an output layer. The initialization layers
use consecutive convolution layers with a stride of 2 and batch normalization
to quickly reduce the feature map size and computational cost. The feature
fusion module addresses the lack of global features in ICs. The output layer
is a fully convolutional network, allowing for input images of any resolution.

fully convolutional (FC) layer. In the case of high-resolution
images, despite the downsampling operations performed in
the initialization layer to reduce the feature map size, the
resulting feature maps can still be quite large. To further
decrease the computational cost and reduce the feature map
size, RAPNet incorporates the AdaptiveMaxPool2d operation
for feature reduction. Following the approach in SDN [32], we
choose the pooling size such that any feature map larger than
4x4 is pooled into a size of 4×4, while smaller sizes remain
unchanged.

The ICs of RAPNet utilize fully convolutional layers instead
of fully connected layers as the final classifiers, allowing for
the flexibility to handle input images of any resolution. The
number of input channels in the fully convolutional layer
corresponds to the number of output channels obtained after
fusion through the feature fusion module. The number of
output channels corresponds to the number of classes in the
classification task, while the size of the convolutional kernel
matches the size of the feature map outputted by the FR layer.

In Fig. 5, we introduced six early exits in Wideresnet and
Resnet, placed at 15%, 30%, . . .90% of the network’s total
FLOPs. The converted networks are denoted as EE-Wideresnet
and EE-Resnet, with the suffix -Conv indicating the use of
fully convolutional layers for the ICs. As can be seen from
the figure, replacing the fully-connected layer with a fully-
convolutional layer results in a significant improvement in the
accuracy of the earlier ICs, while the later ICs show only
a slight decrease in accuracy. For example, the accuracy of
the first IC in EE-Restnet-Conv and EE-WideResNet-Conv
improves by more than 4%, and most of the other ICs show
higher accuracy compared to their performance before the
replacement. Only the fifth IC in EE-Restnet has slightly
lower accuracy than EE-Resnet-Conv. Thus, using a fully-
convolutional layer not only avoids increasing the compu-
tational effort, but also improves the accuracy of the ICs
compared to using a fully-connected layer.

By designing the ICs of RAPNet as fully convolutional
networks, it supports input images of arbitrary resolutions.
Therefore, during the training of RAPNet, we use input images
with different down-sampled resolutions and train the early
exit inference network using the loss function in Eq. 2. It is

Fig. 4. The feature fusion module of RAPNet. Reshape and up-sampling
operations are employed to align the spatial dimension of global features
represented as tokens and local features represented as feature maps. The 1×1
convolution is applied to align their channel dimensions. The BN layers are
utilized to alleviate the semantic gap between different feature representations.

worth noting that all input images of different resolutions share
the same set of parameters. At test time, each input image first
passes through the prediction network to determine its optimal
IC in the inference network. Subsequently, the input image
is sequentially fed into the inference network from low to
high resolutions until a convincing prediction (greater than the
threshold value γ) is obtained or the final classifier completes
the inference. Here, we use a confidence-based exit criterion
and set the threshold value as γ.

D. Feature Fusion

Fig. 4 presents the details of the feature fusion module. The
feature map dimension extracted by CNN is C×H×W , where
C, H , and W are the channel, height, and width of the feature
map, respectively. While the patch embedding of the global
features extracted by the prediction network is K ×E, where
K is the number of image patches and E is the embedding
dimension. The feature fusion module of RAPNet first re-
shapes the patch embeddings, then adapts its spatial dimension
with the CNN feature map alignment using the up-sampling
operation, and finally adapts the channel dimension with the
CNN feature map alignment using the 1×1 convolution. By
aligning the patch embeddings with the feature map in both
spatial dimension and channel dimension, there is still a huge
semantic gap between the patch embeddings and the feature
map. To alleviate this semantic gap, we normalize the patch
embeddings using BN.

IV. EVALUATION

This section discusses the performance results of RAPNet.
We present four datasets and four baselines for evaluating the
accuracy achieved by RAPNet. Then, we discuss the impact of
different components of RAPNet on the overall performance
separately. Finally, we reported the energy consumption of
RAPNet when performing inference on the Nvidia Jetson
Nano device.

A. Experimental Setup

The RAPNet is implemented with Pytorch1 1.11.0. We used
four popular open-source datasets on classification tasks to

1https://pytorch.org/
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Fig. 5. Change in the accuracy of the IC on the Tiny Imagenet test set after replacing the fully-connected layer with a fully-convolutional layer, denoted by
the suffix “-Conv”. The utilization of full-convolutional layers not only reduces computational but also improves the accuracy of the IC. (a) WideResNet. (b)
ResNet.

evaluate the proposed RAPNet: CIFAR-10 [46], CIFAR-100
[46], Tiny Imagenet [48] and ImageNet [47] datasets, and four
common CNN architectures ResNet-56 [49], MobileNet [51],
WideResNet [52] and VGG-16BN [53] as the base networks.
To evaluate the efficiency of the models, we calculated the
average number of FLOPs required to perform forward pass
on a single sample and use it as a hardware-independent
measure of inference cost. The top-1 accuracy commonly used
for classification tasks was used as a performance metric.
During the evaluation of RAPNet’s energy consumption, we
conducted experiments using an Nvidia Jetson Nano (Nano)
equipped with an ARM A57 CPU, 4GB of memory, and a
128-core Maxwell GPU as the testing device.

Both the CIFAR-10 and CIFAR-100 datasets contain 50,000
training and 10,000 test images of resolution 32×32, corre-
sponding to 10 and 100 classes, respectively. We hold out
5,000 images in the training set as a validation set to search the
optimal confidence threshold for resolution adaptive inference.
Tiny Imagenet contains 100,000 training and 10,000 test
images of resolution 64×64. For resolution adaptive inference,
we randomly hold out 10, 000 images in the training set as
the validation set to search threshold for resolution adaptive
inference. The ImageNet dataset contains 1.2 million images
of 1,000 classes for training, and 50,000 images for validation.
For adaptive inference tasks, we use the original validation set
for testing, and hold out 50,000 images from the training set
as a validation set.

We apply standard data augmentation schemes on the
CIFAR, Tiny ImageNet and Imagenet datasets. On the two
CIFAR datasets, images are randomly cropped to samples
with 32×32 pixels after zero-padding 4 pixels on each side.
Furthermore, images are horizontally flipped with probability
0.5 and RGB channels are normalized by subtracting the
corresponding channel mean and divided by their standard
deviation. On Tiny ImageNet dateset, images are randomly
cropped to samples with 64×64 pixels after zero-padding 8
pixels on each side. Then, images are horizontally flipped
with probability 0.5, and brightness, contrast and saturation are
modified with probability 0.2. The RGB channels are normal-
ized by subtracting the corresponding channel averages and

dividing by their standard deviations. On ImageNet, images
are horizontally flipped with probability 0.5 and RGB channels
are normalized by subtracting the corresponding channel mean
and divided by their standard deviation for training, and apply
a 224 × 224 center crop to images at test time.

We train the proposed models using stochastic gradient
descent (SGD) with a multi-step learning rate policy. To
enable resolution-adaptive inference in RAPNet, we train the
model using different input resolutions simultaneously. For the
CIFAR dataset, we use an input resolution set M of {16×16,
28×28, 32×32}. For the TinyImageNet, the resolution set M
is set to {32×32, 48×48, 64×64}. Finally, for ImageNet, the
resolution set M is set to {112×112, 192×192, 224×224}.
The batch size of both CIFAR and Tiny ImageNet datasets is
set to 128. The batch size of the ImageNet dataset is set to
64. In all datasets and models, we use a momentum of 0.9.
For VGG-16BN and WideResNet we set the weight decay
to 0.0005 and the other models to 0.0001. Moreover, for the
CIFAR and Tiny ImageNet datasets, the models are trained
from scratch for 100 epochs with an initial learning rate of
0.06, which is divided by a factor of after 35, 60 and 85
epochs. The same training scheme is applied to the ImageNet
dataset. And we train the model from scratch using an initial
learning rate of 0.01 for 90 epochs and the initial learning rate
decreases after 30 and 75 epochs. Throughout the experiment,
we maintained a fixed value of η at 0.5 for RAPNet, ensuring
consistency with the training phase.

For the prediction network, we consistently used the follow-
ing settings in all experiments: the attention head count was
set to 6, the embedding dimension E was set to 48, and the
depth N of the transformer block was set to 2.

We compared RAPNet to the following recent state-of-the-
art approaches for early exit architectures described in the
literature.

1) SDN [32]: Shallow-Deep networks (SDN) is a conceptu-
ally simple and effective method in which a comparison
of top-1 execution based on the softmax output with
a fixed threshold is used as an exit criterion. Internal
classifiers are attached to layers selected according to
the number of computational operations required to reach
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them.
2) PBEE [31]: Patience-Based Early Exit (PBEE) archi-

tecture, which terminates inference after τ consecutive
unchanging answers. In this paper, we set τ=2, meaning
that if the answer of the current IC is the same as
the answers of the previous two ICs, we terminate the
execution and return that answer, otherwise we continue
the computation.

3) ZTW [30]: Zero Time Waste (ZTW), early exit archi-
tecture by computational reuse and integration. The fea-
ture representation is augmented by directly connecting
the output of the previous IC with the output of the
subsequent classifier via computational reuse, while the
prediction results of the previous classifier are combined
with the prediction results of the subsequent classifier
using arithmetic integration.

4) EP [33]: Exit Predictor (EP), a predictive early exit
mechanism based on deeply separable convolution [58]
was designed to guide some apparently hard samples to
bypass some early exit computation.

B. Performance Comparison of Different Methods

1) RAPNet Performance on Different Computational: We
examined the highest accuracy of the different methods given
the same computational resources (relative to the percentage of
the base network computational operations). To ensure a fair
comparison, we re-executed the open-source code provided
in the papers for SDN, PBEE, and ZTW, considering the
given resource constraint. We selected the configuration that
yielded the highest precision in our experiments. As for the EP
method, we implemented it based on the description provided
in the paper and fine-tuned the hyper-parameters to achieve the
maximum accuracy. For RAPNet, we adjusted the threshold
values α and γ to maximize accuracy within the given resource
constraint. The results are presented in Table I.

Based on the table provided, several observations can be
made regarding the different methods. Firstly, PBEE consis-
tently achieves the lowest accuracy among all methods, espe-
cially when operating under low computational settings (less
than 50%). This is primarily because PBEE lacks flexibility in
adapting to computational constraints, as it requires consistent
prediction results for a fixed number of τ consecutive ICs.
On the other hand, SDN employs a fixed confidence threshold
as the exit criterion and dynamically allocates computational
resources to different samples, effectively managing computa-
tions within the specified computational limits. For example,
when utilizing MobileNet as the base network with a computa-
tional limit of 10%, SDN successfully computes easy samples
using the first IC and challenging samples using the base net-
work. This approach results in a significant reduction of 90%
in computational cost while sacrificing only 10% of accuracy
on the C10 dataset. In contrast, ZTW introduces direct con-
nections between individual classifiers through computational
reuse. This allows the predictions from previous classifiers to
contribute to the decisions made by subsequent classifiers,
resulting in improved IC performance and higher accuracy
compared to SDN, EP, and PBEE across all four models. The

EP method enables certain distinct hard samples to bypass
the execution of multiple ICs through a prediction early exit
mechanism. However, the introduction of a prediction network
inherently introduces additional computational overhead, and
the accuracy of the prediction network predictions critically
impacts the overall accuracy. Consequently, to meet the con-
straints of low computational, only the previous classifiers are
utilized for prediction, leading to poorer end-to-end accuracy.
For instance, when the computational power is set to 10%,
the VGG model sacrifices 20% accuracy on the C10 dataset,
representing a 10% reduction compared to SDN.

Compared to the aforementioned methods, RAPNet consis-
tently achieves the highest accuracy across various computa-
tional resources, demonstrating minimal accuracy degradation.
This can be attributed to RAPNet’s efficient reduction of
computational overhead, addressing both model redundancy
and sample space redundancy through the predictive exit
mechanism and resolution-adaptive inference. Additionally,
RAPNet effectively leverages global features of input samples
to enhance the accuracy of ICs, resulting in significantly higher
accuracy compared to the mentioned methods, especially when
computational power is limited to less than 25%. For instance,
when utilizing ResNet as the base network, RAPNet exhibits
a maximum accuracy improvement of approximately 11%
compared to the state-of-the-art ZTW method on the T-IM
dataset. In contrast to EP’s predictive early exit mechanism,
which introduces additional computational overhead merely
to bypass unnecessary classifier execution, RAPNet’s predic-
tive early exit mechanism is more precise and enhances IC
accuracy through computational reuse. While PBEE incor-
porates information reuse from previous layers to determine
computation termination, this approach alone is insufficient
to effectively reduce computational waste in the network.
Similarly, although ZTW introduces integration among classi-
fiers through computational reuse, the limitation of lacking
global feature extraction from samples restricts the extent
of computational reduction. Overall, RAPNet’s combination
of an accurate predictive early exit mechanism and feature
extraction capabilities enables superior performance in terms
of accuracy and computational efficiency compared to the
mentioned methods.

The evaluation results of the 60 models mentioned above
demonstrate that RAPNet consistently outperforms other base-
line methods in terms of computational efficiency while main-
taining high accuracy. This superior performance is observed
across all datasets, models, and architecture combinations. To
further validate our observations on larger datasets, we con-
ducted experiments on ImageNet using a pre-trained ResNet-
50 model from the torchvision package. The results presented
in Table II demonstrate that RAPNet exhibits significant
improvements over the four tested baselines even in this more
challenging scenario.

2) Quantitative Analysis: Fig. 6 shows the number of cor-
rectly identified images by RAPNet at different stages on the
CIFAR-100 dataset, using WideResNet as the base network.
The value of α is fixed at 0.9, while γ is adjusted accordingly.
The figure also demonstrates the accuracy variation of RAP-
Net across different computational settings. By adjusting the
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TABLE I
RESULTS ON FOUR DIFFERENT ARCHITECTURES AND THREE DATASETS: CIFAR-10 (C10), CIFAR-100 (C100) AND TINY IMAGENET (T-IM). TEST

ACCURACY PERCENTAGE (%) FOR RESOURCE BUDGETS: 10%, 15%, 25%, 50%, 75%, 100% OF THE BASE NETWORK. THE FIRST
COLUMN SHOWS TEST ACCURACY OF THE BASE NETWORK.

WideResNet VGG
Data Algo 10% 15% 25% 50% 75% 100% Data Algo 10% 15% 25% 50% 75% 100%

T-IM
59.9

SDN 30.8 33.3 36.8 46.0 54.7 59.4

T-IM
58.8

SDN 30.7 37.1 40.1 50.5 57.4 59.6
PBEE 24.6 24.6 29.9 37.8 52.7 58.5 PBEE 21.5 21.5 30.4 45.2 55.2 60.1
ZTW 32.4 37.9 40.0 50.1 57.5 60.2 ZTW 31.7 39.6 41.4 52.3 59.3 60.1
EP 25.2 27.7 34.4 47.4 56.0 59.6 EP 22.9 29.3 37.5 48.8 56.5 60.1

RAPNet 42.3 43.0 44.0 51.9 59.2 60.3 RAPNet 44.6 45.5 47.1 55.4 60.3 60.3

C100
75.3

SDN 51.9 53.3 55.9 65.1 71.6 75.0

C100
70.6

SDN 50.1 56.2 58.5 67.2 70.6 71.4
PBEE 41.3 41.3 46.7 57.2 66.0 73.2 PBEE 37.8 37.8 51.2 65.3 65.3 70.9
ZTW 52.1 53.8 59.5 69.1 74.5 76.2 ZTW 52.0 57.3 60.2 69.3 72.6 73.5
EP 46.2 48.8 50.1 61.2 72.4 75.3 EP 39.4 43.6 56.2 66.7 71.5 71.7

RAPNet 53.1 54.6 60.3 70.8 74.9 76.2 RAPNet 56.7 58.9 61.5 70.2 72.6 73.5

C10
94.1

SDN 79.8 81.7 83.8 91.7 94.1 94.4

C10
92.9

SDN 78.1 83.4 85.4 92.1 93.0 93.0
PBEE 72.2 72.2 78.0 84.0 90.3 93.8 PBEE 62.3 62.3 75.0 86.0 91.0 93.1
ZTW 81.7 83.5 86.7 92.9 94.5 94.7 ZTW 81.9 84.8 87.1 92.5 93.2 93.2
EP 74.5 79.6 83.2 89.6 92.2 94.3 EP 65.2 68.7 76.1 88.1 92.4 93.0

RAPNet 84.4 86.0 90.1 94.2 94.8 94.8 RAPNet 85.0 86.2 90.5 92.6 93.2 93.2
ResNet-56 MobileNet

Data Algo 10% 15% 25% 50% 75% 100% Data Algo 10% 15% 25% 50% 75% 100%

T-IM
53.8

SDN 23.8 27.8 31.2 41.2 49.9 54.5

T-IM
59.6

SDN 28.2 32.1 35.6 47.1 55.3 58.9
PBEE 21.2 21.2 29.0 37.6 48.2 53.4 PBEE 20.8 20.8 26.7 38.4 50.3 55.6
ZTW 25.4 31.7 35.2 46.2 53.7 56.3 ZTW 30.1 34.3 37.3 49.5 56.7 59.7
EP 22.4 25.7 34.4 41.8 52.1 55.0 EP 22.5 28.9 37.0 47.0 55.8 57.7

RAPNet 44.0 44.1 46.3 51.3 54.2 56.4 RAPNet 45.6 46.3 47.2 51.1 57.5 60.1

C100
69.0

SDN 42.3 45.1 47.1 57.2 64.7 69.0

C100
65.1

SDN 49.0 52.1 54.3 63.5 66.8 67.8
PBEE 38.6 38.6 45.2 53.5 60.1 67.0 PBEE 39.1 39.1 47.1 61.6 61.6 67.0
ZTW 46.2 49.7 51.3 62.1 68.4 70.7 ZTW 50.5 53.7 54.5 65.2 68.4 69.0
EP 41.6 48.2 50.5 58.5 67.7 69.1 EP 45.6 50.9 54.7 66.4 68.1 68.1

RAPNet 54.7 56.2 60.4 64.9 69.4 70.8 RAPNet 56.9 59.4 61.7 67.6 68.4 69.0

C10
92.9

SDN 74.3 76.4 77.7 87.3 91.1 92.0

C10
90.7

SDN 80.3 84.7 86.1 90.5 90.8 90.8
PBEE 62.7 62.7 69.8 81.8 87.5 91.0 PBEE 66.7 66.7 76.3 85.9 89.7 90.9
ZTW 75.5 78.1 80.3 88.7 91.5 92.1 ZTW 82.4 85.2 86.7 90.9 91.4 91.4
EP 64.6 71.1 75.4 86.2 89.7 91.9 EP 69.6 75.3 78.4 91.2 91.4 91.4

RAPNet 83.7 83.9 85.2 90.8 92.1 92.1 RAPNet 84.1 87.8 90.7 91.3 91.5 91.5

TABLE II
REPORT ON THE ACCURACY(%) OF RAPNET SCALED UP TO

LARGE-SCALE DATASET IMAGENET (IMN).

Data Algo 10% 15% 25% 50% 75% 100%

IMN
76.1

SDN 20.3 26.7 33.8 53.8 69.7 75.8
PBEE 18.7 18.7 28.3 28.3 62.9 73.3
ZTW 26.8 31.4 34.9 54.9 70.6 76.3
EP 20.1 25.9 34.2 54.1 69.8 75.0

RAPNet 36.2 40.1 46.9 58.7 71.5 76.3

Fig. 6. No. of images correctly classified at different stages. R-E represents
the number of images recognized by the prediction network, while R-m
(m ∈ {16, 28, 32}) represents the number of images recognized at different
resolutions.

threshold γ, RAPNet models can be obtained with different
computational budgets. With a larger γ, more images will be
recognized using a higher resolution. For instance, when the
computational budget is set to 0.6 GFLOPs, approximately
70% of the total images are recognized at a low resolution of
16×16. However, as the computational budget (γ) increases,
more images require recognition at higher resolutions. When
the computational budget is set to 1.5 GFLOPs, the number
of images recognized at a resolution of 32×32 increases
from around 0.2% to 20%, while the percentage of images
recognized at 16×16 resolution decreases to 38%. Therefore,
increasing the value of γ incurs higher computational cost,
while also increasing the number of correctly classified images
at higher resolutions, resulting in a gradual improvement in
accuracy. Furthermore, we have also found that there is no
change in the number of images that are terminated during
execution by the predictor, as the value of α remains fixed.

3) The Effect of Thresholds on RAPNet Performance:
Table III presents the computational cost and accuracy results
of RAPNet using the ResNet model on the T-IM dataset,
considering different values of α and γ trade-offs. The exit
rate (ER) denotes the rate at which execution is terminated
based on α, and we emphasize the values of α and γ that
yield the maximum accuracy.

From the table, we can observe that the impact of thresholds
on RAPNet performance is crucial, and setting inappropriate
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TABLE III
THE TRADE-OFF BETWEEN THE ACCURACY AND COMPUTATIONAL COST OF RESNET ON DIFFERENT THRESHOLDS α AND γ ON THE

TINY IMAGENET DATASET.

α ER(%) γ FLOPs Acc(%) α ER(%) γ FLOPs Acc(%) α ER(%) γ FLOPs Acc(%)

0.1 97.4

0.2 0.028G 44.0

0.2 84.9

0.2 0.033G 43.5

0.3 68.4

0.2 0.040G 42.7
0.3 0.028G 44.0 0.3 0.037G 43.9 0.3 0.048G 43.4
0.4 0.028G 44.0 0.4 0.047G 44.9 0.4 0.071G 45.8
0.5 0.029G 44.1 0.5 0.056G 45.9 0.5 0.089G 47.9
0.6 0.029G 44.1 0.6 0.062G 46.3 0.6 0.107G 49.3

0.4 53.8

0.2 0.046G 41.3

0.5 42.0

0.2 0.051G 40.0

0.6 33.1

0.2 0.055G 38.8
0.3 0.046G 41.8 0.3 0.055G 41.8 0.3 0.070G 40.2
0.4 0.055G 45.9 0.4 0.087G 45.9 0.4 0.115G 45.7
0.5 0.087G 49.8 0.5 0.120G 49.8 0.5 0.167G 52.0
0.6 0.120G 51.3 0.6 0.144G 51.3 0.6 0.189G 54.2

0.7 25.6

0.2 0.058G 37.6

0.8 18.6

0.2 0.062G 36.4

0.9 12.2

0.2 0.064G 35.6
0.3 0.075G 39.0 0.3 0.082G 38.6 0.3 0.079G 37.0
0.4 0.131G 46.0 0.4 0.134G 44.7 0.4 0.142G 44.4
0.5 0.174G 51.2 0.5 0.191G 51.3 0.5 0.204G 51.4
0.6 0.216G 54.3 0.6 0.239G 54.2 0.6 0.249G 54.3

thresholds can lead to a very large drop in accuracy. For
example, when the accuracy is approximately 55.2%, setting
the appropriate α = 0.4 and γ = 0.6 makes the computational
cost of RAPNet 0.120 GFLOPs. Setting the inappropriate α =
0.7 and γ = 0.5 results in a 1.45× increase in the computational
cost to 0.174 GFLOPs. With the gradual increase of α, the
value of ER becomes increasingly decreasing, which means
that the prediction network fails to have high confidence in
more samples to be recognized. Consequently, more samples
will be inferred using the inference network, leading to a
gradual increase in accuracy. For example, when the value of
γ is set to the constant 0.6, the accuracy of RAPNet increases
from 44.1% to 54.3% as α gradually increases from 0.1 to
0.9. Meanwhile, the number of images whose execution is
terminated by the predicted network decreases from 97.4% to
12.2%. When the value of α is a constant, those hard samples
that are not terminated by the prediction network for inference,
will execute the early exit classifier predicted by the prediction
network and then exit. With the increase of γ, more samples
will be distributed by the prediction network to be executed
by the ICs with higher accuracy in the back, and therefore
the recognition accuracy is increasingly higher. For example,
when α = 0.5 and γ = 0.2, 58.0% (1 - ER) of the samples
will be executed by the inference network towards the front
classifier and return the result, while with γ increases to 0.6,
more samples will be executed by the classifier towards the
back and return the result. Therefore, the accuracy increases
from 40.0% to 51.3% while the computational cost increases
from 0.051 to 0.144 GFLOPs.

C. Ablation Study

In this section, we use WideResNet as the base network
on the CIFAR-100 dataset to study the effects of different
designs and training methods on RAPNet performance, if not
otherwise specified.

1) Impact of Different Designs on RAPNet Performance:
Fig. 7 (a) presents a detailed analysis of RAPNet’s per-
formance under different combinations. Firstly, we examine
the impact of different α values on RAPNet’s performance.
As shown in the figure, an increase in α results in more

images being processed by RAPNet’s early exit inference
network, leading to a slight increase in computational cost.
This is because a lower α value leads to more images being
recognized directly by RAPNet’s prediction network extracting
global features, which has the least computational cost. We set
α = 0.90 as default for its optimal performance.

Secondly, we fix α at 0.90 and analyze the performance
without the feature fusion module of RAPNet (light black
curve). The results indicate that the feature fusion module has
a significant influence on RAPNet’s performance, particularly
at lower computational budgets (below 0.5 GFLOPs), where it
contributes to a performance gain of over 5%. Fig. 8 (b) further
illustrates the impact of different designs on the accuracy of
RAPNet’s internal classifiers. We observe a similar trend to
Fig. 7 (a), which remains consistent across various resolutions,
with a more pronounced effect at lower resolutions. For
instance, in the case of the second internal classifier using
16×16 resolution (RAPNet (α=0.9, R-16) vs. RAPNet (α=0.9,
R-16, w/o feature fusion)), the accuracy of RAPNet improves
by 8%. These results well demonstrate the effectiveness of our
design of feature fuse.

Third, we removed the exit predictor of RAPNet and eval-
uated its impact on RAPNet performance (green curve). We
discovered that the removal of the exit predictor module results
in an increase in computational cost. This is because RAPNet’s
exit predictor efficiently saves computation by directly and
accurately predicting the optimal internal classifier for each
image in the inference network. In contrast, without the exit
predictor, the inference process becomes sequential, requiring
the execution of all internal classifiers until a convincing
prediction (e.g. sufficiently confident) has been obtained or
the final classifier has been inferred. The above results effec-
tively demonstrate that our designed exit predictor efficiently
reduces computational waste by avoiding sequential execution
of internal classifiers.

Fourth, we conducted an analysis on the effect of RAPNet’s
resolution-adaptive inference design by removing it (orange
curve). We observed a significant increase in computational
cost, particularly when the computational budget is below
1.25 GFLOPs. This is attributed to the presence of substantial
spatial redundancy in the images, wherein using a 32×32
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Fig. 7. Performance analysis of removing each of the RAPNet designs. (a) Accuracy comparison of different RAPNet designs. (b) Internal classifier accuracy
comparison of different RAPNet designs. R-m represents the accuracy of each internal classifier within RAPNet at the corresponding resolution m. They are
trained simultaneously and share the same model parameters.
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Fig. 8. Performance analysis of RAPNet under different training strategies. (a) Performance comparison of RAPNet under different training strategies. (b)
Internal classifier accuracy comparison of different RAPNet training strategies. R-m represents the accuracy of each internal classifier within RAPNet at the
corresponding resolution m. They are trained simultaneously and share the same model parameters.

resolution to recognize a portion of easy images becomes
computationally inefficient. These results strongly demonstrate
that our resolution-adaptation design effectively reduces the
spatial redundancy in the images.

Finally, we analyzed the impact of simultaneously removing
RAPNet’s resolution adaptive inference and feature fusion
designs on its performance (red curve). We found that these
two designs played a crucial role in improving the performance
of RAPNet. When both designs were removed simultaneously,
the performance of RAPNet decreased by more than 15%.
Additionally, in Fig. 8 (b), we observed a significant decline
in the accuracy of the shallow-layer internal classifier of
the inference network when both designs were removed. For
instance, after removing these two designs, the accuracy of
the first internal classifier drops to 48%, which is 10% lower
compared to the accuracy of the first internal classifier in
RAPNet, which is 58%.

Through the above ablation study, we highlight the im-
portance of each component in the RAPNet design. The
collaborative inference enabled by RAPNet’s prediction exit
mechanism effectively reduces computational requirements
during task inference, including both model complexity and

spatial redundancy of images.
2) Impact of Training Strategy on RAPNet Performance:

As shown in Eq. (2), we use CE(,;, ) to make the output of
the final classifier of the base network fit the truth label, and
KL(,;, ) to make the output of internal classifiers at different
resolutions fit the output of the final classifier of the base
network. We also try to make the output of internal classifiers
at different resolutions and the output of the final classifier of
the base network both fit the truth label:

ˆLcls = CE(pf ; y) +
M∑

r=m

L−1∑
i=1

CE(pi,m; y) (4)

Fig. 8 (a) illustrates that the implementation of CE + CE
(Eq. 4) leads to a decrease in accuracy compared to the original
CE + KL (Eq. 2). Additionally, Fig. 8 (b) provides further
evidence that the decrease in accuracy observed in the CE +
CE training strategy is due to lower accuracies of each internal
classifier compared to CE +KL at different resolutions. We
choose Eq. 2 as the loss function because of the significant
benefits in resolution adaptive inference stage.

3) Impact of Prediction Network Complexity on RAPNet
Performance: Since for each inference, RAPNet’s prediction
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TABLE IV
THE PREDICTION NETWORK OF RAPNET HAS THE ACCURACY AND
COMPUTATIONAL COST WHEN VARYING TRANS BLOCK DEPTH N

AND EMBEDDING DIMENSION E .

N E 10% 15% 25% 50% 75% 100%

1
24 25.0 28.2 30.5 37.1 49.9 53.5
48 30.3 31.4 34.5 42.1 53.9 53.9
96 - - 34.6 42.6 48.4 53.1

2
24 37.5 37.6 40.3 46.6 50.8 54.3
48 44.0 44.1 46.3 51.3 54.2 54.3
96 - - - 45.5 47.1 50.8

3
24 43.2 43.2 45.8 49.0 53.0 54.2
48 - - 31.1 37.0 44.7 54.4
96 - - - - 25.8 36.9

network has to execute, its complexity is crucial for the whole
architecture. We selected the ResNet-56 model on the T-IM
dataset to test the impact of RAPNet’s prediction network on
the overall architecture performance at different complexity
levels, and the reported presents in Table IV, where we
use a placeholder to represent that the computational power
constraint is not met.

Due to the RAPNet prediction network using an efficient
VIT model like Swin Transformer, we set the head of self-
attention to 8 throughout the prediction network, thus its
computational cost is controlled by the depth N of the Trans
Block and the embedding dimension E. These two parameters
can be adapted to obtain a prediction network with different
computational costs. From the table, we can observe that both
embedding dimension and Trans Block are highly computa-
tionally intensive, and their variations significantly affect the
accuracy and may also result in insufficient computational
power. For example, when the depth of trans block N = 1
and the embedding dimension E = 96, the computational cost
of the RAPNet prediction network has exceeded the constraint
with low computational power constraint (less than 15%), and
obviously cannot get the prediction result. Similarly, when
the embedding dimension is constant, increasing the depth
N , although it can greatly improve the accuracy, may also
lead to the computational power not meeting the constraint.
For example, when E = 48 and N are increased from 1
to 2, the average improvement in accuracy is 8.6% and
the maximum up to 13.9%. However, when N is increased
from 2 to 3, the computational power of less than 15% will
not meet the constraint. Moreover, we also found that more
complex prediction network even decreases the performance
of RAPNet. Consequently, we argue that an appropriately
sized prediction network is crucial for RAPNet. In this paper,
through a comprehensive analysis of experimental data, we
then set the depth of trans block N = 2 and embedding
dimension E = 48, which can achieve the highest accuracy
while the computational effort is moderate.

D. Energy Consumption on RAPNet

We choose VGG as the base model and deployed RAPNet
to perform inference on the Nano device, and then used
jetson stats to measure its energy consumption at runtime. We
measured the energy consumption over 100 inferences from

Fig. 9. The energy consumption of RAPNet vs. baselines.

the Tiny ImageNet test set and calculated their average as the
reported energy consumption, as shown in Figure 9.

From the Fig. 9, we found that RAPNet is the most energy-
efficient because it precisely predicts the exit position by the
predictive early exit mechanism and substantially improves the
accuracy of the IC by the feature fusion mechanism, thus using
the least computational cost and obtaining the lowest energy
consumption is 281mJ. For the PBEE, we found that its energy
consumption is 635mJ and is the most energy-consuming
method due to the fact that it needs to perform at least τ (τ=2)
ICs for each inference, so it performs more computational
operations resulting in more energy consumption. For the EP,
although it bypasses some unnecessary execution of ICs by the
prediction early exit mechanism, the accuracy of the prediction
network and the additional computational cost introduced
by itself also impose energy consumption. With the SDN,
it does not introduce any additional computational cost, so
its energy consumption is lower than both EP and PBEE,
which is 483mJ. Similarly, ZTW does not introduce additional
computational cost, but it improves the accuracy of ICs by
computational reuse so that more images will exit from the
front IC when the same exit criterion is used, which saves com-
putational operations resulting in lower energy consumption.
Compared to the most energy-efficient ZTW among baselines,
RAPNet achieved 1.43× the energy savings.

V. CONCLUSION

In this paper, we propose a Resolution-Adaptive Prediction
Network (RAPNet) architecture, a dynamic network architec-
ture that adaptively adapts the computational cost for each im-
age. RAPNet is composed of a lightweight prediction network
with a global feature representation of the learned input image
and an early exit inference network. The prediction network
can accurately predict the optimal exit position of that sample
on the inference network. Furthermore, we further design
resolution-adaptive inference and feature fusion modules for
RAPNet by computational reuse. The former is achieved
through a specialized internal classifier structure that enables
the processing of input images with arbitrary resolutions,
thereby reducing computational costs associated with spatial
redundancy. The latter fuses the global features with the local
features learned by the early exit network to augment the
semantic information of the features input to the ICs, which
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substantially improves the accuracy of the ICs. We conduct
extensive experiments across various datasets and architectures
to demonstrate that RAPNet achieves a significantly better
accuracy-computational trade-off than other recently proposed
early exit methods. For instance, when leveraging MobileNet
as the base network, RAPNet improved the accuracy of the
Tiny Imagenet and CIFAR-100 datasets by 12% and 5.7%
respectively, compared to the current state-of-the-art early exit
methods with similar computational resources.
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